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ABSTRACT 

At the level of individual neurons. catecholamine release increases the 
responsivity of cells to excitatory and inhibitory inputs. We present a 
model of catecholamine effects in a network of neural-like elements. 
We argue that changes in the responsivity of individual elements do 
not affect their ability to detect a signal and ignore noise. However. 
the same changes in cell responsivity in a network of such elements do 
improve the signal detection performance of the network as a whole. We 
show how this result can be used in a computer simulation of behavior 
to account for the effect of eNS stimulants on the signal detection 
performance of human subjects. 

1 Introduction 

The catecholamines-norepinephrine and dopamine-are neuroactive substances that are 
presumed to modulate information processing in the brain, rather than to convey discrete 
sensory or motor signals. Release of norepinephrine and dopamine occurs over wide 
areas of the central nervous system. and their post-synaptic effects are long lasting. 
These effects consist primarily of an enhancement of the response of target cells to other 
afferent inputs, inhibitory as well as excitatory (see [4] for a review). 

Increases or decreases in catecholaminergic tone have many behavioral consequences 
including effects on motivated behaviors. attention, learning and memory. and motor 
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behavior. At the information processing level, catecholamines appear to affect the ability 
to detect a signal when it is imbedded in noise (see review in [3]). 

In terms of signal detection theory, this is described as a change in the performance of the 
system. However, there is no adequate account of how these changes at the system level 
relate to the effect of catecholamines on individual cells. Several investigators [5,12,2] 
have suggested that catecholamine-mediated increases in a cell's responsivity can be 
interpreted as a change in the cell's signal-to-noise ratio. By analogy, they proposed that 
this change at the unit level may account for changes in signal detection performance at 
the behavioral level. 

In the first part of this paper we analyze the relation between unit responsivity, signal-to­
noise ratio and signal detection performance in a network of neural elements. We start 
by showing that the changes in unit responsivity induced by catecholamines do not result 
in changes in signal detection performance of a single unit. We then explain how, in 
spite of this fact, the aggregrate effect of such changes in a chain of units can lead to 
improvements in the signal detection performance of the entire network. 

In the second part, we show how changes in gain - which lead to an increase in the 
signal detection performance of the network - can account for a behavioral phenomenon. 
We describe a computer simulation of a network performing a signal detection task that 
has been applied extensively to behavioral research: the continuous performance test. 
In this simulation, increasing the responsivity of individual units leads to improvements 
in performance that closely approximate the improvement observed in human subjects 
under conditions of increased catecholaminergic tone. 

2 Effect of Gain on a Single Element 

We assume that the response of a typical neuron can be described by a strictly increasing 
function !G(x) from real-valued inputs to the interval (0, 1). This function relates the 
strength of a neuron's net afferent input x to its probability of firing, or activation. We 
do not require that!G is either continuous or differentiable. 

For instance, the family of logistics, given by 

1 
!G(x) = 1 + e-(G%+B) 

has been proposed as a model of neural activation functions [7,1]. These functions are 
all strictly increasing, for each value of the gain G> 0, and all values of the bias B. 

The potentiating effect of catecholamines on responsivity can be modelled as a change 
in the shape of its activation function. In the case of the logistic, this is achieved by 
increasing the value of G, as illustrated in Figure 1. However, our analysis applies to 
any suitable family of functions, {fG}. We require only that each member function!G 
is strictly increasing, and that as G -;. 00, the family {fG} converges monotonically to 
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Figure 1: Logistic Activation Function, Used to Model the Response Function of Neurons. Positive 
net inputs correspond to excitatory stimuli, negative net inputs correspond to inhibitory stimuli. 
For the graphs drawn here, we set the bias B to -1. The asymmetry arising from a negative bias 
is often found in the response function of actual neurons [6]. 

the unit step function Uo almost everywhere.1 Here. Uo is defined as 

{ 0 for x < 0 u x - -o( ) - 1 for x > 0 

This means that as G increases. the value !G(x) gets steadily closer to 1 if x > O. and 
steadily closer to 0 if x < O. 

2.1 Gain Does Not Affect Signal Detection Performance 

Consider the signal detection performance of a network in which the response of a single 
unit is compared with a threshold to determine the presence or absence of a signal. We 
assume that in the presence of the signal. this unit receives a positive (excitatory) net 
afferent input Xs. and in the absence of the signal it receives a null or negative (inhibitory) 
input XA. When zero-mean noise is added to this quantity. in the presence as well as the 
absent:e of the signal, the unit's net input in each case is distributed around Xs or XA 
respectively. Therefore its response is distributed around !G(xs) or !G(XA) respectively 
(see Figure 2). 

In other words, the input in the case where the signal is present is a random variable 
Xs• with probability density function (pdt) PXs and mean Xs, and in the absence of the 
signal it is the random variable XA• with pdf PXA and mean XA. These then determine 
the random variables YGS =!G(Xs) and YGA =!G(XA). with pdfs PYas and PYGA' which 
represent the response in the presence or absence of the signal for a given value of the 
gain. Figure 2 shows examples of PYas and PYGA for two different values of G. in the case 
where!G is the biased logistic. 

If the input pdfs PXs and PXA overlap. the output pdfs PYas and PYGA will also overlap. 
Thus for any given threshold () on the y-axis used to categorize the output as "signal 
present" or "signal absent," there will be some misses and some false alarms. The best 

1 A sequence of functions {gil} converges almost everywhere to the function g if the set of points where it 
diverges, or converges to the wrong value, is of measure zero. 
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Figure 2: Input and Output Probability Density Functions. The curves at the bottom are the pdfs 
of the net input in the signal absent (left) and signal present (right) cases. The curves along the 
y-axis are the response pdfs for each case; they are functions of the activation y, and represent the 
distribution of outputs. The top graph shows the logistic and response pdfs for G = 0.5, B = -1; 

the bottom graph shows them for G = 1. 0, B = -1. 

the system can do is to select a threshold that optimizes performance. More precisely, 
the expected payoff or performance of the unit is given by 

E(O) = A + a:. Pr(YGS ~ 0) - (3. Pr(YGA ~ 0) 

where A, a:, and (3 are constants that together reflect the prior probability of the signal, 
and the payoffs associated with correct detections or hits, correct ignores, false alarms 
and misses. Note that Pr(Y GS ~ 0) and Pr(Y GA ~ 0) are the probabilities of a hit and a 
false alarm, respectively. 

By solving the equation dE/dB = 0 we can determine the value 0* that maximizes E. We 
call 0* the optimal threshold. Our first result is that for any activation function f that 
satisfies our assumptions, and any fixed input pdfs PXs and PXA the unit's performance at 
optimal threshold is the same. We call this the Constant Optimal Performance Theorem, 
which is stated and proved in [10]. In particular, for the logistic, increasing the gain 
G does not induce better performance. It may change the value of the threshold that 
yields optimal performance, but it does not change the actual performance at optimum. 
This is because a strictly increasing activation function produces a point-to-point mapping 
between the distributions of input and output values. Since the amount of overlap between 
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the two input pdfs PXs and PXA does not change as the gain varies, the amount of overlap 
in the response pdfs does not change either, even though the shape of the response pdfs 
does change when gain increases (see Figure 2). 2 

3 Effect of Gain on a Chain of Elements 

Although increasing the gain does not affect the signal detection performance of a single 
element, it does improve the perfonnance of a chain of such elements. By a chain, we 
mean an arrangement in which the output of the firs t unit provides the input to another 
unit (see Figure 3). Let us call this second element the response unit We monitor the 
output of this second unit to detennine the presence or absence of a signal. 

Input Unit Response Unit 

x y z 

v 

Figure 3: A Chain of Units. The output of the unit receiving the signal is combined with noise 
to provide input to a second unit, called the response unit. The activation of the response unit is 
compared to a threshold to determine the presence or absence of the signal. 

As in the previous discussion. noise is added to the net input to each unit in the chain 
in the presence as well as in the absence of a signal. We represent noise as a random 
variable V. with pdf PV that we assume to be independent of gain. As in the single-unit 
case, the input to the first unit is a random variable Xs. with pdf PXs in the presence 
of the signal and a random variable XA • with pdf PXA in the absence of the signal. The 
output of the first unit is described by the random variables Y GS and Y GA with pdfs PYas 

and PYGA • Now. because noise is added to the net input of the response unit as well. the 
input of the response unit is the random variable Zas = Y GS + V or ZGA = Y GA + V. again 
depending on whetber the signal is present or absent We write PZas and pz.ru for the 
pdfs of these random variables. fJZos is the convolution of py os and PV, and pz.ru is the 
convolution of PYGA and Pv. The effect of convolving the output pdfs of the input unit 
with the noise distribution is to increase the overlap between the resulting distributions 
(PZas and pz.ru). and therefore decrease the discriminability of the input to the response 
unit. 

How are these distributions affected by an increase in gain on the input unit? By the 
Constant Optimal Perfonnance Theorem. we already know that the overlap between PYGS 

and PY GA remains constant as gain increases. Furthermore. as stated above, we have 
assumed that the noise distribution is independent of gain. It would therefore seem that 
a change in gain should not affect the overlap between PZos and pz.ru. However. it is 

2We present the intuitions underlying our results in tenns of the overlap between the pdfs. However, the 
proofs themselves are analytical. 
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possible to show that. under very general conditions, the overlap between PZos and pz.a.. 
decreases when the gain of the input unit increases, thereby improving perfonnance of the 
two-layered system. We call this the chain effect; the Chain Performance Theorem [10] 
gives sufficient conditions for its appearance. 3 

Paradoxically. the chain effect arises because the noise added to the net input of the 
response unit is not affected by variations in the gain. As we mentioned before, increasing 
the gain separates the means of the output pdfs of the input unit. I-'(Y GS) and I-'(Y GA) 

(eventhough this does not affect the performance of the first unit). Suppose all the 
probability mass were concentrated at these means. Then PZos would be a copy of Pv 
centered at I-'(Y GS). and pz.a.. would be a copy of pv centered at I-'(Y GS). Thus in this case, 
increasing the gain does correspond to rigidly translating PZos and PZat. apart, thereby 
reducing their overlap and improving performance. 
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Figure 4: Dependence of Chain Output Pdfs Upon Gain. These graphs use the same conventions 
and input pdfs as Figure 2. They depict the output pdfs, in the presence of additive Gaussian noise, 
for G = 0.5 (top) and G = 1.0 (bottom), 

A similar effect arises in more general circumstances, when PYas and PY(JA are not con­
centrated at their means. Figure 4 provides an example. illustrating PZas and PZat. for 
three different values of the gain. The first unit outputs are the same as in Figure 2, but 

3In this discussion, we have assumed that the same noise was added to the net input into each unit of a 
chain. However, the improvement in performance of a chain of units with increasing gain does not depend on 
this particular assumption. 
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these have been convolved with the pdf PV of a Gaussian random variable to obtain the 
curves shown. Careful inspection of the figure will reveal that the overlap between PZa 

and PZaA decreases as the gain rises. 

4 Simulation of the Continuous Performance Test 

The above analysis has shown that increasing the gain of the response function of in­
dividual units in a very simple network can improve signal detection performance. We 
now present computer simulation results showing that this phenomenon may account for 
improvements of performance with catecholamine agonists in a common behavioral test 
of signal detection. 

The continous performance test (CPT) has been used extensively to study attention and 
vigilance in behavioral and clinical research. Performance on this task has been shown to 
be sensitive to drugs or pathological conditions affecting catecholamine systems [11.8.9]. 
In this task, individual letters are displayed tachystoscopically in a sequence on a computer 
monitor. In one common version of the task, a target event is to be reported when two 
consecutive letters are identical. During baseline performance. subjects typically fail to 
report 10 to 20% of targets ("misses") and inappropriately report a target during 0.5 to 
1 % of the remaining events ("false alarms"). Following the administration of agents 
that directly release catecholamines from synaptic terminals and block re-uptake from 
the synaptic cleft (i.e., CNS stimulants such as amphetamines or methylphenidate) the 
number of misses decreases. while the number of false alarms remains approximately the 
same. Using standard signal detection theory measures, investigators have claimed that 
this pattern of results reflects an improvement in the discrimination between signal and 
non-signal events (d'), while the response criterion (f3) does not vary significantly [11.8,9]. 

We used the backpropagation learning algorithm to train a recurrent three layer network 
to perform the CPT (see Figure 5). In this model, several simplifyng assumptions made 
in the preceding section are removed: in contrast to the simple two-unit assembly. the 
network contains three layers of units (input layer, intermediate - or hidden - layer, and 
output layer) with some recurrent connections; connection weights between these layers 
are developed entirely by the training procedure; as a result, the activation patterns on 
the intermediate layer that are evoked by the presence or absence of a signal are also 
determined solely by the training procedure; finally. the representation of the signal is 
distributed over an ensemble of units rather than determined by a single unit 

Following training, Gaussian noise with zero mean was added to the net input of each unit 
in the intermediate and output layers as each letter was presented. The overall standard 
deviation of the noise distribution and the threshold of the response unit were adjusted 
to produce a performance equivalent to that of subjects under baseline conditions (13.0% 
misses and 0.75% false alarms). We then increased the gain of all the intermediate 
and output units from 1.0 to 1.1 to simulate the effect of catecholamine release in the 
network. This manipulation resulted in rates of 6.6% misses and 0.78% false alarms. 
The correspondence between the network's behavior and empirical data is illustrated in 
Figure 5. 
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Figure 5: Simulation of the Continuous Performance Task. Len panel: The recurrent three-layer 
network (12 input units, 30 intermediate units, 10 output units and 1 response unit). Each unit 
projects to all units in the subsequent layer. In addition, each output unit also projects to each unit 
in the intermediate layer. The gain parameter G is the same for all intermediate and output units. 
In the simulation of the placebo condition, G = 1; in the simulation of the drug condition, G = 1.1. 
The bias B = -1 in both conditions. Right panel: Performance of human subjects [9], and of the 

simulation, on the CPT. With methylphenidate misses dropped from 11.7% to 5.5%, false alarms 
decreased from 0.6% to 0.5% (non-significant). 

The enhancement of signal detection performance in the simulation is a robust effect. It 
appears when gain is increased in the intermediate layer only, in the output layer only, 
or in both layers. Because of the recurrent connections between the output layer and 
the intermediate layer, a chain effect occurs between these two layers when the gain is 
increased over anyone of them, or both of them. The impact of the chain effect is to 
reduce the distortion, due to internal noise, of the distributed representation on the layer 
receiving inputs from the layer where gain is increased. Note also that the improvement 
takes place even though there is no noise added to the input of the response unit. The 
response unit in this network acts only as an indicator of the strength of the signal in 
the intermediate layer. Finally, as the Constant Optimal Performance Theorem predicts, 
increasing the gain only on the response unit does not affect the performance of the 
network. 

5 Conclusion 

Fluctuations in catecholaminergic tone accompany psychological states such as arousal, 
motivation and stress. Furthermore, dysfunctions of catecholamine systems are implicated 
in several of the major psychiatric disorders. However, in the absence of models relating 
changes in cell function to changes in system performance, the relation of catecholamines 
to behavior has remained obscure. The findings reported in this paper suggest that the 
behavioral impact of catecholamines depend on their effects on an ensemble of units 
operating in the presence of noise, and not just on changes in individual unit responses. 
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Furthermore. they indicate how neuromodulatory effects can be incorporated in parallel 
distributed processing models of behavior. 
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