
Thank you very much for the thorough and generally positive feedback. The following response should act as a1

comprehensive response to all comments given.2

R1.1 However, I worry about the reproducibility since most of the results are run by only once.3

A1.1 Upon acceptance we will publish the source code, implemented in Tensorflow, that was also submitted with this4

paper for review. In the meantime we have developed an implementation in PyTorch that will also be released upon5

acceptance. We have run the MNIST experiments 4 times and CIFAR-10 experiments 3 times, with the provided code,6

and the results are added in the table below, which shows reproducibility - we will add confidence intervals in the final7

paper. Across experiments we used equivalent hyperparameters, also across datasets, which should alleviate potential8

reproducibility issues.9

STAT. BIN. MNIST − log p(x)
... ...
BIVA, L1 ≤ 81.20± 0.031
... ...

CIFAR-10 BITS/DIM
... ...
BIVA L=15, L1 ≤ 3.13± 0.013
... ...
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R2.1 For the equation between line 135 and 136( why does it not have a equation number?): It says that zTD is13

conditioned on zBU>i . However, it seems zTD should only depends on the BU variables lower than it. Is it a typo?14

A2.1 We will add an equation number. We have taken the comments from Reviewer 3 into account and have redone the15

graphical model to make it easier to read. The zTDi stochastic layers are indeed dependent on the bottom-up stochastic16

layers above and below.17

R2.2 The experiments stops on L=20. What is the performance if we keep increasing L to 30, 40, or 100, 200, 1000?18

A2.2 From the experiments, we saw that for a 32x32 image multiple stochastic layers started to be inactive for L > 1519

and for 64x64 images this was not the case, however, we ran out of GPU memory for L > 20.20

R2.3 While the results shown in table 5 provides some insight, it would be good to understand more about the learned21

hierarchical representation. For example, what do z1, z2, .... zL represent, respectively?22

A2.3 We agree that a thorough investigation of variables would make for an interesting supplement to this research.23

In the Appendix (figure 11) the effect of the different layers on the generation of CelebA images is visualized. In the24

experiment, we generated the same image multiple times while fixing different sets of variables, from highest to lowest.25

It is shown how the model changes attributes (e.g. glasses) when increasing the number of stochastic variables that we26

sample from.27

R3.1 It is not clear why pθ(x|z) is conditioned on the entire set of latent variables rather than z1 as in Figure 1a, unless28

off course this is the case when accounting for the (deterministic network) skip connections in Figure 1d. In either case,29

it needs to be clarified.30

A3.1 You are correct, when writing pθ(x|z) we are taking into account the dependencies from the deterministic network31

(skip connections in Figure 1d). We will clarify this in the main text.32

R3.2 That being said, Figure 1 does not seem to help explain the concept behind the model.33

A3.2 Thanks for the feedback, we agree that Figure 1 can be confusing. We will simplify the figure as shown below,34

only highlighting the variable dependency in the graphical model and not the deterministic nodes. The figure with the35

deterministic nodes will be clarified and moved to the appendix to help people interested in implementing the model.36
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(a) Graphical model of the generative model

x

zTD

1zBU

1

zTD

2zBU

2

z3

φ

(b) Graphical model of the variational approximation


