Supplementary Information

7.1 Analysis and Figures Details

Analyses and figures were generated using network behavior and activity over 1000 blocks ~ 50, 000
trials = 175,000 RNN steps. We generated the network behavior and activity from one long continuous
session instead of multiple parallel sessions as a precaution against possible initial transients, although
we never saw anything to suggest such transients existed or could affect our results.

7.2 Training Implementation Details

At the start of each gradient step, the RNN hidden state was reset to the 0 vector. The RNN then
proceeded to complete a single session (equivalently, batch size 1) over 4 blocks with an average
of 50 trials/block, where the block sides, stimulus sides and observations are randomly sampled
according to the task’s generative model. The batch size, number of blocks, and trials per block were
chosen once and worked well enough, so we did not perform any hyperparameter tuning on them.
Gradients were backpropagated through all RNN steps in the session (4 blocks per gradient step *
~50 trials per block * ~3.5 RNN steps per trial = ~700 RNN steps per gradient step). We did not
use truncated backpropagation through time; given the performance of the trained network, it appears
that exploding and vanishing gradients were not a problem. The cross entropy loss was computed at
each RNN step, where the target is the current trial’s stimulus side (left or right):
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where n is the trial number, £ is the time-step within the trial, ,.4i0, 1S the time-step at which an
action is taken and the trial terminates, s,, = —1 for a left stimulus side and 1 for a right stimulus side,
an(1),an,(2) are the probabilities of a left and right action and §;; is the Kroencker delta (6;; = 1
if i = j, 0 otherwise). At the end of each trial, we compute the feedback signal by comparing the
action taken with the stimulus side. We designed the feedback signal to emulate both the external
and internal rewards (waiting pressure) experienced by the animal performing the task. We found
that the feedback signal has no influence on network dynamics after training (Figure 7¢). (It will be
interesting in future work to explore whether changing the waiting penalty influences the training
trajectory itself even if it has no influence after training.)

PyTorch and NumPy random seeds were both set to 1 for reproducibility (this had no discerable
effect). We used stochastic gradient descent with initial learning rate 0.001, initial momentum =
0.1 and no weight regularization. RNN parameters were initialized using PyTorch defaults. These
hyperparameters were not tuned. All models we trained converged in approximately 5000 gradient
steps and their behavior did not change significantly when trained for longer (up to 100,000 gradient
steps).

7.3 Representation and Dynamics Distillation Implementation Details

At a high level, RADD consists of training a student network to match the projected activity of the
high dimensional teacher network. Consider a trajectory {h;, o; }._, from a dynamical system

hy = f(Ahy—1 + Boy +¢),

where h; € RY is an N-dimensional state vector, A € RY xR" is an recurrent matrix, B € RV x R?
is an input matrix from some ()-dimensional space, ¢ € RN, f is a invertible pointwise nonlinearity,
and T > N.

We define a projection P : RN — RM to map from the dimension of the teacher network to the
dimension of the student network. We define the target trajectory as the projection applied element-

. s s . . lef . .
wise to the original trajectory i.e. {z;,0:}_; = {Phs,0,}]_,. In our paper, P is comprised of
the two readout vectors (the stimulus readout vector and the block readout vector). We then learn
parameters A’ € RM x RM B’ € RM x R?, ¢ € R such that the dynamical system
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2= f(A'2,_y + B'o, + ')

. e .. A lef . A . A
starting from initial condition 2, = z; == Ph, produces a trajectory {2, 0, } I, with Z, & 2, across
t:
arg min E ||ze = f(A'24_1 + B'oy + (.")||2,
ATBL 5

Since f is invertible, we can instead optimize:

argmin || f~!(z) — (A'24_1 + B'o, + (-")“2-
A" B! ¢!

This is now a linear least-squares regression problem, so we solve for A, B and ¢’ using a conven-
tional OLS solver. Another view is that backpropagation through time combined with (projected)
teacher forcing [43] is equivalent to linear regression.

7.4 Traditional Distillation Implementation Details

Traditional distillation [7, 4, 14] trains a student network on the output probabilities/logits of a teacher
network. For comparison with RADD (SI 7.3), we created a traditionally distilled RNN. We first
instantiated an RNN exactly matching the RADD RNN (i.e. 2 hidden units), with parameters initial-
ized using PyTorch defaults. We then trained the new RNN to minimize the cross entropy between
its output probability distribution and the output probability distribution of the high-dimensional,
task-trained RNN. We trained for 10,000 gradient steps (twice as many gradient steps as than the
original task-trained RNN took to converge), where each gradient step used a freshly sampled session
of the task to make overfitting impossible. We used stochastic gradient descent with initial learning
rate (0.001, initial momentum = (.1 and no weight regularization. RNN parameters were initialized
using PyTorch defaults. These hyperparameters were not tuned.

7.5 Differently Sized Networks

The RNN described in the paper has 50 hidden units. Here we show that RNNs of different sizes (25,
100, 150, 250) find similar solutions. As with the RNN described in the paper, random seeds for both
NumPy and PyTorch were set to 1.
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Figure 10: 25 unit RNN
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Figure 11: 100 unit RNN

Unit #2

104 ey 104
4.50 4
08 @ 08
2 4254 .'F:
0.61 g 4.00 * 0.6 1
04 F3751 -2 04
* 3504 * oal
3.25 4 :
3.00 4 0.0 4
-2 -1 0 1 2 2 - 0 1 2 2 -1 0 1 2
Signed Stimulus Contrast Signed Trial Strength
1.0{ == Secin cosaee 10
— Baywsian Acter
. -
=09 .g! [X:]
= 2E
= ] *%os
07 S04
8 3 g
/ a =N
== RNN Discordart 0.6 ~ 0.2
v p——
0.2 == Bayesian Actor Oucordant
: -— ﬂw':lln.-m Corw mrtant. 0.5 . . . . ’ 0.0 - . .
-2 -1 0 1 2 0 20 40 60 80 100 0 20 40 60 80 100
Trial Within Block Trial Within Block
Signed Stimulus Contrast
o
g 6 — w0, 7701004 (2e 105, =007} g 6 4 — w0 21%10.0 (pelc-S, r=0.91)
= A o
107 é 2
) o & 41
08% 3 x
=] 3 ™
1 E 5?
06 5 a o
2 2 s
04 % 203 <
o
c
- -~ o
02 ‘; g E -4
i s
00 s 3 s -61
= T T T T T T
-5 0 5 =5 0 S
dn.r=°§,:—°$:,z dpe=0], -0},
1.04
» 0.8
K}
&
* 064
P
§ 04
* 024
— i Bk 0.04
0 20 40 60 80 100 0 50 100 150 200 250 300 -2 -1 0 1 2
Trial within Block Trial Number Signed Stimulus Contrast
Left Stmubs No Stmubs RIge SEamds Lt Sumus o SUruks Right Stimuus
b 030 10 1 o8
025 ::’ - 0e 3
020> g
2 00
o153 E 04t
ow0d 0% g
02
005 -10 1
-1.0
0.00 00
-05 00 05 -05 00 05 -05 00 05 -1 0 -1 o 1 -1 o 1
unit #1 Unit #1 Unit #1 Unit #1 unit #1 Unit #1

17



Trial Outcome (%)

# Correct / # Trials

PC 82

Unit #2

Magnitude Along Block Readout

Figure 12: 150 unit RNN
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Figure 13: 250 unit RNN
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