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Abstract

Bayesian quadrature (BQ) is a method for solving numerical integration problems
in a Bayesian manner, which allows users to quantify their uncertainty about
the solution. The standard approach to BQ is based on a Gaussian process (GP)
approximation of the integrand. As a result, BQ is inherently limited to cases where
GP approximations can be done in an efficient manner, thus often prohibiting very
high-dimensional or non-smooth target functions. This paper proposes to tackle
this issue with a new Bayesian numerical integration algorithm based on Bayesian
Additive Regression Trees (BART) priors, which we call BART-Int. BART priors
are easy to tune and well-suited for discontinuous functions. We demonstrate that
they also lend themselves naturally to a sequential design setting and that explicit
convergence rates can be obtained in a variety of settings. The advantages and
disadvantages of this new methodology are highlighted on a set of benchmark tests
including the Genz functions, and on a Bayesian survey design problem.

1 Introduction

Numerical integration algorithms are key tools for modern statistics and machine learning. They allow
us to tackle many of the integrals commonly arising in those fields and which cannot be computed
in closed form. Examples include the computation of posterior expectations in Bayesian statistics,
the marginalisation or conditioning of random variables, the computation of normalisation constants,
calculations for the EM algorithm, or even the approximation of solutions to differential equations.

This paper will focus on the task of approximating the integral of some function f : X — R which is
integrable with respect to some distribution IT (whose density with respect to the Lebesgue measure
is denoted 7) over some domain X C R? (d € N, = N\{0}):

I[f] := [, f(x)dll(z) = [, f(z)n(x)dz. (1)

A large number of methods have been developed to tackle this problem. Classical quadrature rules
[14] tend to be limited to low-dimensional problems and integrals against a small class of probability
measures. Alternatively, Monte Carlo integration (MI) [68] only requires sampling independently
from IT and enjoys a convergence rate of O(n~'/2). When r is unnormalised, sequential Monte
Carlo (SMC) [15] or Markov chain Monte Carlo (MCMC) [68] samplers can be used and enjoy a
similar rate. Quasi-Monte Carlo (QMC) [18] can improve on this convergence rate, but is limited to
integration against a uniform measure in a hyper-cube (or simple transformations of this problem). We

note that all of these methods are quadrature rules: they take the form II[f] := i, w; f(x;) where
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{z;}1, C X are design points and {w;}?_; C R are weights. Finally, the Laplace approximation
[74] and variational inference [2] can be used, but these cannot be guaranteed to provide accurate
estimates as n grows.

Although all of the methods above are commonly used in practice, they all lack a straightforward
non-asymptotic approach to quantifying our uncertainty about the value of II[f] after a finite number
of function evaluations. This is not necessarily a problem for applications where n can be taken to be
large relative to the difficulty of the problem. However, those methods will be sub-optimal when f is
both difficult to approximate and expensive to evaluate since the asymptotic results will not hold.

An alternative approach comes from the field of probabilistic numerics [17; 35; 46; 58; 77], and
in particular Bayesian probabilistic numerical methods [12], which frame problems in numerical
analysis as statistical estimation tasks. This allows for the quantification of uncertainty surrounding
the value of a quantity of interest using probabilistic statements valid for finite n. For integration, the
main approach is called Bayesian quadrature (BQ) [4; 17; 57; 67]. Its name comes from the fact that
the estimator takes the form of a quadrature rule, but also carries a Bayesian interpretation. However,
we will see that not all Bayesian estimators have this property. For this reason, we prefer the general
name of Bayesian probabilistic numerical integration (BPNI).

BPNI starts by positing a prior distribution for the integrand f. It then computes the posterior distri-
bution given values of f at some design points, and finally considers the implied distribution on II[f].
The main advantage of BPNI is that all our knowledge about the problem can be straightforwardly
implemented in a prior, and the posterior distribution on II[ f] can allow us to quantify our uncertainty
about the exact value of this quantity. BPNI critically relies upon a flexible statistical model for the
integrand f, which is almost always chosen to be a Gaussian process (GP). In this case, we have
a quadrature rule which we will call GP-BQ. GPs have the convenient property that the posterior
distribution can be obtained in closed form for interpolation and regression with Gaussian noise. They
also have well-studied concentration rates which carry over to the corresponding GP-BQ methods
[4; 41; 42; 82].

GP-BQ has received a lot of attention in recent years. Efficient deterministic [43; 44], adaptive
[3; 23; 31; 40] and randomised [1] point-selection schemes have been designed. The method
was extended to cases where 7 is not available [55], and when multiple integrals are computed
simultaneously [29; 83]. It has been applied to fields ranging from econometrics [56] to computer
graphics [5] and robotics [65]. While GPs are virtually the only choice that has been explored in the
BPNI literature, in practice they suffer from a number of challenges. These include:

1. Discontinuities: GPs are not suited for integration problems where the integrand is discontinuous
—a common challenge in applications [13; 52]. As a result, they may lead to poor predictions and
unreliable uncertainty estimates for these problems.

2. Computational cost: A major issue with GPs is their cubic cost in the number of data points.
This can be mitigated using approximate GPs, but these do not necessarily lead to closed-form
estimators. Exceptions include the work of [43] and [38] which allow for near-linear computational
cost, but require IT and {z; }?_; to exhibit symmetry properties which may not hold in practice.

3. High dimensions: Few applications of GP-BQ exists where d > 10 due to the curse of dimen-
sionality. This issue is closely linked to the computational cost issue since the number of points
needed to approximate functions well will grow exponentially with dimension. However, it is
sometimes possible to use sparsity of f to lower this cost [4].

To tackle some of these issues, we propose to use an alternative model based on trees. The specific
model is called Bayesian additive regression trees (BART) [10; 36], and as a result we call this
BPNI method BART integration (BART-Int). BART is a sum-of-trees model similar in spirit and
effectiveness to random forests. It has been successfully deployed in a number of settings including
causal inference [21; 37], genomics [19], behavioural sciences [84] and Bayesian optimisation [11].
Extensive experimental results in the literature have shown that BART does not usually overfit, thanks
to its ensemble structure, and that it only requires a limited amount of hyperparameter tuning.

Contributions of the paper: This paper derives a novel BPNI algorithm based on Bayesian priors
with a tree structure. We show that BART is a natural choice for BPNI which can be preferable to GPs
in any of the three settings highlighted. This is done through a mix of theory and experiments. On the
theoretical side, we prove asymptotic convergence rates for BPNI with MCMC approximations. This



result may be of independent interest since it is applicable for any nonparametric method for which
a concentration rate is known. On the experimental side, we compare our method to GP-BQ on a
range of problems including the Genz test functions, a rare-event simulation problem and a Bayesian
survey design problem.

2 Background: Bayesian Regression with GPs and BART

Before presenting BART-Int, this section introduces background material on Bayesian regression
with GPs and BART. Given data (X, y) consisting of design points X = (z1,...,2,)" C X™ and
responses ¥ = (y1,.-.,¥Yn)  C R™, the regression problem is to recover an unknown function
f + & — R for which we have access to noisy measurements y. These are usually assumed to
be independently and identically distributed (i.i.d.) Gaussian: y; = f(x;) + €, ¢ ~ N(0,0?)
fori =1,...,n, where N'(a,b) denotes a Gaussian distribution with mean a and variance b, and
N(:|a,b) will denote its density.

Bayesian (nonparametric) regression [30] consists of specifying a (nonparametric) prior distribution
over the function f and conditioning on the observations to obtain a posterior distribution on f. This
prior is often chosen to be some (real-valued) stochastic process g : X x  — R where (2, X, P) is
some probability space. These can be thought of as a random function since Vw € €, g(+;w) will be
a function, and Vz € X, g(z;-) will be a random variable.

A common choice of prior is a GP [66]. A GP is fully determined by its mean function p : X — R
and covariance function (or kernel) k¥ : X x X — R, and hence often denoted by GP(u, k).
Due to conjugacy properties of the Gaussian distribution, the posterior f after conditioning on
(X,y) is once again a GP with posterior mean fi(z) = p(z) + ky x(kx,x + 02I) 7y — pux)
and covariance k(x,2') = k(z,2') — kp x (kx.x 4+ 02I) 'kx o, where kx, x = (k(ziy )i =15
kox = (k(z,z1),...,k(z,2p)), kxz = k;x, px = (u(x1),...,u(z,))" and I isthe n x n
identity matrix. The properties of GP posteriors are inherited from p and k. Whenever these are
continuous, the posterior mean will also be continuous. This is the case for the most common
choices of kernels, such as the Gaussian or Matérn kernels with sufficient smoothness. In those cases,
discontinuities would have to be inputted manually or inferred from data [13], making the modelling
of functions with a large number of discontinuities a challenge for most GP models.

In this paper, we consider instead models based on tree structures. Popular examples include Bayesian
CART [16], dynamic regression trees [78] and Mondrian forests [45]. We will focus on BART [10; 36]
due to its strong empirical performance and theoretical results. BART is a model which consists
of a combination of regression trees. A regression tree is any step function g7 g : X — R with

K leaves/partitions: g7 g(z) = Zkl,(=1 Bily, (). Here, we denote by T = {x;}X_,, where

Xx C X, the partition of the domain, and by 3 := (31, ..., 8k)" € R¥ the leaf values. The function
1,, : X — Ris an indicator function taking value 1 whenever x € x; and 0 otherwise.

Similarly to decision trees and random forest, a single tree comprising of a large number of leafs
might overfit to the training data. As a result, it is common to use an ensemble of shallow trees.
We will call T-additive regression tree any function which takes the form of a sum of regression
trees: ge 5(2) = 31—y g7..5, (), where £ == {T;}T_, and B == {$;}_,. Finally, we call Bayesian
additive regression tree (BART) any distribution on the family of T-additive regression trees. Such a
distribution can be constructed by specifying a (prior) distribution on the partition £ and leaf values
B. BART is hence a stochastic process whose sample space €2 consists of the product space of
K-partitions of X’ and R%. For simplicity, BART is usually restricted to an approximation domain
X = [0, 1], but this is not a requirement in full generality.

Denote by p the density of this prior distribution. We will follow the majority of the BART literature
[9; 10; 71] and use prior models which factorise in the following way: p(€, B) = Hle p(Te)p(B:|Tr)
and p(B:|T;) == kK:'I N(B:k|0,1/(16T")), where T is the number of trees and K, is the number of

leaves in the ™ tree. The construction of the distribution on partitions is usually itself done via a tree
generating stochastic process; see further details in [10] (and a full description in Appendix A).

Given this prior P on T-additive trees, we can condition on (X, y) to obtain a posterior P,, (with
density p,,). We focus on regression with i.i.d. Gaussian noise, but several generalisations exist
[64]. The corresponding posterior distribution on parameters will then imply a posterior distribution



on T-additive trees. BART is hence another Bayesian model which we can use to approximate
the integrand, using for example the posterior mean: ¢"(z) = Ep_[f(z)] = E[f(2)|X,y] =
Jo 9e.8(x)pn (€, B)dEAB.

Unfortunately, this is not available in closed form and needs to be approximated. This is usually done
using Markov chain Monte Carlo (MCMC) methods [10; 62] (although optimisation methods can also
be used [34]). At each iteration j, the MCMC algorithm produces T regression trees. More precisely,

for the ™ regression tree, the algorithm returns a set of leaf values { Bg k}kK:tf and a partition of the

domain { X{ k}f;{ where K ; is the number of leaves for tree ¢ at iteration j. This gives a T-additive
regression tree which we will denote g7'. After m iterations, the MCMC mean is given by:

~n m n m Ky pj
g"(z) = % Zj:l 9; (z) = % Zj:l Z?:l > ki gk]lxgk(m) 2

A similar expression can be obtained for the variance of our posterior on f at x € X'. However, when
compared to GPs, the entire BART posterior can in fact provide us with a more complex, possibly
multimodal, distribution on f.

3 Numerical Integration with Bayesian Additive Regression Trees

The Bayesian approach to numerical integration can be succinctly summarised in the following steps:

1. Posit a Bayesian prior on the integrand f. This consists of a stochastic process g : X x 2 — R
together with a prior measure P on (2.

2. Condition this prior on the data (X,y) to get a posterior on f. This is given in terms of the
posterior measure P,,, and the posterior mean is g" := Ep, [g] = E[g|X, y].

3. Obtain the posterior distribution on I1[f]. This is given by the marginal distribution obtained by
integrating out I, and a point estimate for the posterior mean II[f], given by Igpni[f] = II[g"].

We remark that the posterior distribution on II[f], or even just the estimate IIgpni[f], may not
be available in closed-form. In that case, MCMC estimates can be used (see the following
section). In the case of GP-BQ with a prior GP(u, k), the posterior on II[f] is available in
closed-form [4] and is given by a Gaussian with mean E[II[f]|X,y] = II[u] + [k x](kx x +
0?I)~Y(y — px) and variance V[II[f]|X,y] = HOM[k] — U[k. x](kx x + 02I)"M[kx, ], with
Ok x] = (M[k(-,21)], ..., O[k(-,2,)]), O[kx,.] = II[k. x] " and II denotes the integration func-
tional with respect to the second input. The posterior mean can be expressed as a quadrature rule
whose weights depend on X, k and o. This expression will be available in closed form whenever
IT[k(-, z)], known as the kernel mean, is available in closed form. This is potentially a restrictive
condition, but these integrals can themselves be approximated using quadrature, or the kernels could
be constructed with this condition in mind [53; 54].

A significant challenge for GP-BQ is the computational cost, which is O(n?) due to the need to invert
an n x n matrix. This can possibly be alleviated using fast GP algorithms, but often at the cost of
introducing approximations to the posterior. The GP-BQ method is hence more expensive than most
standard MC methods, but this should be balanced with significantly faster convergence rates; see
[4; 41; 82]. Overall, this method should hence be preferred to MC methods whenever the number of
quadrature points n is small or moderate, or when the integrand is itself expensive.

We now derive a new BPNI method via BART. Suppose that g, Py are a BART prior (as described
in Sec. 2) and we have data (X, y); the posterior on f implies a posterior on II[f]. An important
distinction with GP-BQ is that the posterior on II[f] is not available in closed-form, and must be
approximated. It is also not fully specified by the mean and variance, and may, in fact, be multi-modal.
However, the mean of this posterior can be useful if a point estimate for II[ f] is required, and the
variance can be a useful summary of uncertainty. Expressions for both of these quantities are included
in the proposition below for completeness.

Proposition 1 (MCMC for BART-Int). The MCMC approximation of I1[ f] consists of samples:

n T K nj .
sj =11 [gjL] =2 o1 ki Byl [ﬂx{,k} ) jedl,....m}.



These lead to estimates of the mean B,[I[f]|X,y] = T[§"] = %Z;’;l s; and variance
Vaull[ 11X, y] = gy 25 (s — Tg")2

The posterior samples {s; =1 can only be obtained in a closed form whenever probabilities of the
form I1(’x) can be computed for any ¥ in the partition. This issue corresponds to the well-known
issue of intractable kernel means for GP-BQ. The simplest case for which II(y) can be computed is
when IT is the uniform distribution. If 7 is available in closed form, one option is to model fr as
the integrand, in which case the integral is once again against a uniform. However, this makes the
specification of a BART prior challenging since very little will usually be known about f7, and as a
result the uncertainty quantification may be unreliable.

Another solution, used in this paper and commonly used for intractable kernel means, is to approx-
imate these probabilities using samples {7, }!_, representative of II. This leads to approximate
MCMC samples and an estimate of II[ f] of the form:

. I oy~ l T Kij nj -

55 = %2151 9; (T;) = %Zi:l Zt:1 Zk:f 5;19]1)({‘]9 (T4),

-~ m oA o m ~ m oA 2
Efn[n[f”Xa y] = % Zj:l 5§'~ an[l_[[f]|X7 y) = (ml_l) Z_j:l (5§ - (% k=1 52:)) .

Using this approach might be counter-intuitive since it means that some of the uncertainty is not
quantified in a Bayesian manner. However, when the integrand f is expensive but a very large number
of data points are available (i.e. n < [), the additional error can be made to be negligible relative to
the overall integration error. These settings are common in practice, as will be shown in Sec. 5.

A significant advantage of BART-Int over GP-BQ is the computational cost. For BART, the cost is
O(Tmn) (or O(Tm(n +1))), although the constant depends on the properties of the trees (see [63]
for a detailed analysis). When n is large, this can be much cheaper than the O(n?) for GP-BQ. We
note that {x;}_; can be selected through any quadrature rule. However, when f is computationally
expensive, it may be preferable to adaptively select {x; }?* ; using tools from experimental design and
active learning [75]. Recent advances in this direction in numerical integration focus on minimising
some distance between II and {x;}!_; (see e.g. kernel herding [8], Stein Variational Gradient Descent
[49] and Stein points [7]). All of these methods could be combined with our BART-Int estimators,
but such an approach may be sub-optimal in the sense that our objective is not to approximate II, but
only II[f]. We propose instead a method which focuses on improving the fit of the BART posterior
mean. Our approach is hence closer to previous active learning strategies for GP-BQ, including the
work of [3; 31]. It is summarised in Algorithm 1.

Algorithm 1 Sequential Design for BART-Int

1: Inputs: Initial point(s) X (set of size njy;), response(s) y, number of candidate design points .5,
total number of points n, acquisition criterion J and number of MCMC samples m.

2: for i € {niy;,...,n — 1} iterations do

3: Obtain m posterior samples (given X ¢, 4°) & pick a candidate set C = {cy,...,cs} C X.
4:  Find ¢* = argmax, .o J(c) & set Xt « X U{c*}, vt gt U{y:}, vl = f(c*) + €.
5: end for

The second step consists of comparing the suitability of each point in C according to some criterion
J : X — R, then adding the best point to our design set. At iteration ¢, we propose to use

J(¢) = Vin[f(e)m(c)| X", o], 3)
which leads to selecting points where the uncertainty in f is highest. Alternatively, one could choose
¢ which minimises the posterior variance: J(c) = —V,,,[II[f]|X* U {c}, y* U {y.}]. However, this

would require training a different MCMC sampler for each point in C, which would significantly
increase the computational cost.

4 Theoretical Results

We now introduce novel concentration results. All proofs are given in Appendix C. These results
hold for BART-Int, but are also of independent interest since they can lead to rates for other BPNI



methods. The results will hold for an integrand in a normed subspace H of L2(II) := {h : X —
Rs.t. |hl72(x) = [y h?(z)7(2)dz < co}. They will depend on the contraction rate of the posterior

onto the integrand, as measured in some empirical norm: || f||, = (2 37" | f(z;)?)'/2. Below, we
will use (X", y™) to denote a dataset (X, y) of size n.

Theorem 1 (Concentration Bound for BPNI). Suppose we have a normed space H C L?(II)
such that the integrand f € H. Furthermore, suppose that our BPNI posterior is based on a
stochastic process g (jointly measurable over X x Q) and a sequence of data {(X™, y™) }nen such
thatVw € Q, g(-,w) € H and AN € N such that:

Al FHen}n>n such that lim, oo Po[|| f — glln > Anen] = 0 forany A,, — 0o as n — oo.

A2. IH{yn}n>n with v, — 0 .asn — oo such that sup <1 |25 h(x;) — T[R]| = O(vy,).
Then, we have lim,,_, o P, [[II[f] — [g]| > C,, max(e,,vn)] = 0 for any C,, — 00 as n — oo.
‘We now make a number of remarks on the assumptions and statement of the theorem:

1. To guarantee concentration of a BPNI posterior, we require two ingredients: (i) the Bayesian
posterior should concentrate on f as n grows, and (ii) the sequence of point sets X ™ should give a
sequence of quadrature rules which can integrate both f and ¢g” for any n large enough. The rates
at which (i) and (ii) occur then control the overall concentration rate of the BPNI posterior.

2. The assumptions in this theorem are stated in a way such that the order in n at which concentration
of the BPNI posterior occurs is explicit. In particular, A1 is a standard assumption in Bayesian
nonparametric and guarantees concentration of the posterior on f at rate controlled by O(z,,). Sim-
ilarly, A2 is a common assumption for quadrature rules and guarantees a quadrature rate of O(vy,).
The resulting concentration rate of the BPNI posterior is then controlled by O(max(e,,, 7y )), the
slowest of these two rates.

3. A number of quadrature rules can integrate functions in L?(II) at a rate O(n~/?) (i.e. 7, =
n~1/2), but have faster worst-case integration rates for subspaces of L?(IT) which are sufficiently
regular. For this reason, we introduced the subspace H and the conditions that f € H and Vw € €2,
g(+,w) € H, in order to allow for faster rates for ;.

4. Results of the form in Al are available for a variety of Bayesian nonparametric models [30],
including GPs [80] and Bayesian neural networks [61]. This is a rapidly evolving field and most
results were only derived in recent years. The advantage of Thm. 1 is that any contraction result
derived in the future can be plugged in to understand the corresponding BPNI method.

5. Assumption A2 will hold for most reasonable choices of design points. For example, it would
hold for V-uniformly ergodic MCMC when H = {h € L3(II) : sup,cy |h(2)|/V(z) < oo}
(under regularity conditions given in [69]). Note that Assumption Al may also depend on the
design points, and a discussion of various cases can be found in [39].

6. As for BART-Int, we might sometimes need to approximate the BPNI using samples {Z;}!_,. In
that case, it is sufficient for {Z;}!_, to satisfy an assumption of the form of A2 for Thm. 1 to hold.

In general, it will be possible to take [ much larger than n, so we could potentially even allow for
slower quadrature rates than O(~,,).

Now that we have discussed our result on concentration of BPNI posteriors, we consider implications
for BPNI with tree-based models. Most results are presented for the space of a-Holder continuous
functions, denoted H®, where | fll#e = sup, ,ex \f(a:) —fW/llz—yll§ < oo (whena =1, we
recover Lipschitz functions). Several results are of interest:

e [71; 72] showed that Bayesian CART and BART concentrate on targets which are sums of

Lo . . e 1
functions in H® (0 < « < 1) that are constant in d—dy coordinates at arate £,, = n~ 2240 log? n.
This does not require a-priori knowledge of the coordinates in which the function is constant.

e [48] showed that the soft-BART posterior raised to a fractional power concentrates at the rate
£, =n~ 7430 log® n + \/n~1dglogd for any 8 > a(do + 1)/(2a + dy), even when o > 1.

These results are not directly comparable with the most of the literature for GP-BQ [4; 41; 42] since
these consider the interpolation setting (where y; = f(x;)). The closest result is in [82], which



presents a result for regression with i.i.d. Gaussian noise and convergence in expectation. The rate in
[82] is identical to those above except for for sparse high-dimensional functions where it is slower.

Recent Bernstein-von Mises results for BART presented in [70] (Thm. 5.2) also provide guarantees
on the uncertainty quantification provided by the BART-Int posterior distribution on II[f], and show
that in the asymptotic limit of n — oo, the Bayesian credible intervals will coincide with frequentist
confidence intervals. Similar results were obtained for sparse deep networks in [81].

Before concluding, we note that any MCMC approximation required to approximate the posterior
will also impact the convergence. This is made more precise through the following result.

Proposition 2 (MCMC Approximation for BPNI). Let I, [I1[g]] denote the MCMC approximation
of E[U[g]] where the expectation is with respect to some measure P. Assume 1l[g] € L*(P), where
the Markov chain targets P and is geometrically ergodic and reversible. Then, Joycpmc > 0 such that

VmE[[g]] — Ep, [ITg]]| = N (0, 03 cpc)
in distribution as m — 00.

Geometric ergodicity is a well-studied concept in MCMC theory; see Appendix C.3. Combining
Thm. 1 and Prop. 2 gives us some intuition as to how to balance the computational cost of increasing
n and m in order to obtain the smallest possible approximation error. Unfortunately, to the best of our
knowledge, the ergodicity of MCMC samplers commonly used for BART has not yet been studied.

S Numerical Experiments

We now illustrate BART-Int and GP-BQ on a range of synthetic problems and a Bayesian survey
design problem. We emphasise that our goal is to compare methods which can provide a Bayesian
quantification of uncertainty; as a result, it is very much possible that non-Bayesian methods could
have better point estimate performance on some of these problems. For BART-Int, we used the default
prior settings in dbarts [20], whereas for GP-BQ we used a Matérn kernel whose lengthscale was
chosen through maximum likelihood. Further details can be found in Appendix D.

| Setup | Method || Cont [ Copeak | Disc | Gaussian | Oscil [ Prpeak | Step |
d=1 BART-Int 1.21 7.32¢e-01 | 6.06e-02 | 6.80e-01 228 2.58 7.85e-03
Nin = 20 MI 7.11e-01 | 8.99¢-01 | 1.55e-01 | 8.41e-01 251 1.28 5.90e-02

Ngeq = 20 GP-BQ 9.38e-01 3.41 1.61e-01 | 7.42e-01 229 9.88e-01 | 2.88e-02

d=10 BART-Int || 9.10e-04 43.8 1.31e-02 | 3.37e-03 | 1.19e-02 | 1.77e-02 | 4.33e-03
Nini = 200 MI 2.78e-03 | 2.12e-01 | 1.33e-01 | 1.18e-02 | 8.43e-02 | 3.70e-03 | 2.46e-02
Neeq = 200 | GP-BQ 1.52e-03 | 2.79e-01 | 1.84e-01 | 3.02e-03 | 2.39¢-03 | 6.59¢-04 | 8.36e-03

Table 1: Integration of the six Genz test functions and a step function. The values correspond to the
mean absolute percentage error (MAPE) over 20 separate runs.

Genz Functions We start with a standard benchmark set of multi-

dimensional integrands proposed by Genz [28] (see Appendix D). § T et — w
This consists of six functions in X = [0, 1]¢, where d can be var- 4 er  —nm
ied to adjust the level of difficulty of the problem. We also add _ 1§ | it

a step function: foep(2) = Lz, e(0.5,1)3 (¢), where x1 is the first S ©

component of x. We use ni,; = 20d design points, with ngq = 20d E 0

additional points selected by the sequential scheme in Algorithm 1. o

Table 1 shows the mean absolute percentage error (MAPE) of BART- oo

Int (m = 1500, T' = 200 m = 1000, T' = 50, with a burn-in of o 25 30 35 40
1000 and keeping every 5 samples afterwards), GP-BQ and Monte N’ +Ngeq

Carlo Integration (MI) for all six Genz functions in d = 1 and .

10. The MAPE is given by given by 1 S°7_ | |TI[f] — IL,[f]|/[1[f]|, Figure L: Int?fgratlondof fslelp
where IT,[f] for t = 1,...,r, are estimates of II[f] for r different ;gélIlStzg alrlllclllrfrm’_ 20 v
initial i.i.d. uniform point sets. mee sed T

BART-Int outperforms GP-BQ when f is not continuous, e.g. the Step functions and the Discontinuous
functions. In those cases, the posterior distribution of BART (red dots) is also more concentrated



around the truth than GP-BQ (whose 95% credible intervals are in shaded blue); see Fig 1. However,
GP-BQ is strongest when estimating integrals of smooth continuous in d = 1 (see all other integrands).
This is to be expected since these functions are smooth enough to be well modelled by the GP (see
convergence rates in [82]), while the step-function nature of BART makes it more appropriate for
non-smooth functions. Finally, in d = 10, BART-Int outperforms GP-BQ for all integrands as it
is adaptive to the important features of the integrand, with the largest gains being once again for
discontinuous functions.

Computational Complexity The computational complexity
of BART-Int is O(T'mn), which is much cheaper than the
O(n3) for GP-BQ with even moderately large n. This be- ol — &t
haviour can be seen empirically in Figure 2, noting 7" and m _.B1 — BARTG=1

have been fixed. The computational time of BART-Int is based % - y
on the assumption that the tree-based operations are constant, g%

which is reasonable so long as the tree sizes are moderate [63]. =
Furthermore, it has been shown empirically that the run time of
BART is almost independent of the dimension, d, of the data, L ——
see e.g. [63] and section 6 of [10]. However, with larger d, it 0 4000 8000
would require a longer burn-in period for the parameter space _ N

to be fully explored, and thus the run-time for BART (thus also  Figure 2: Run-times of GP-BQ &
BART-Int) would increase for the purpose of approximation BART-Int for [ futep] (w.0. seq. de-
accuracy. sign).

Rare Events Simulation Rare-event simulation is an important tool in risk management.
It is used in a range of applications, such as for safety testing autonomous driving sys-
tems [59], queuing systems [73] and finance [6]. Traditionally, rare-event simulation
is tackled using Monte Carlo methods [73], but we propose to use BART-Int instead.
Let £ : R? — R be a measurable function representing our

loss. The central quantity of interest here is the probability Method | MAPE | Std. Err.
of obtaining a loss larger than some constant y € R, which BART-Int | 1.71e-01 | 2.56e-02

i = d=5 MI 1.95e-01 | 2.29e-02
can be written as py = [y 1ea)>) (@)IL(d2). n=2500 | GP-BQ | 1.68e-01 | 2.09¢-02
We consider a problem of high-dimensional portfolio man- BART-Int | 1.56e-02 | 2.35e-03
agement adapted from [6]. Suppose we have d loans to d=10 MI 9.98e-01 | 4.47e-04
obligors, each with value ¢; fori = 1,...,d. Let z; de- | »=5000 | GP-BQ | 2.72e-02 | 5.20e-03

BART-Int | 8.40e-03 | 1.60e-03
d=20 MI 9.94e-01 | 6.34e-04
n = 10000 | GP-BQ | 2.92e-02 | 4.90e-03

note the financial strain on loan ¢, and suppose d; is a
thresholds after which default occurs. We assume that the
distribution of financial strains is Exp(1). We can define

the portfolio loss as ¢(x) = Zle ¢il{z,>q,1(x). Given Table 2: Performance on the portfolio
a threshold ~, we can compute the probability of making loss event over 20 runs.
a loss greater than + as p,.

We set v = 2, d; = 0.57 and ¢; = 0.2i. We use the same experimental settings as for the Genz
functions, but do not use a sequential design and instead set n = 500d. The number of post-burn-in
samples is chosen to be 10*. We can see that for d = 5 most of the algorithms perform similarly, but
as d increases BART-Int gradually performs better, especially when compared to GP-BQ.

Bayesian Survey Design In surveys, response variables are col-
lected from a subset of a population based on answers to a set of
questions. Survey design concerns sampling strategies to obtain ]
population-representative estimates from these samples. The stan- "o 1 .
dard approach is simple or stratified random (Monte Carlo) sampling. T S
Bayesian hierarchical models are also often used in this setting to ok ﬂ ” o
analyse survey data in order to stabilise estimates and to borrow 1 MI' __ ep
strength when making sub-population estimates for underrepresented —— BART — nN[f]

subgroups or locations [27]. 0 180

We propose a new approach we term “Bayesian Survey Design”, n

using BART-Int to adaptively choose the next individual to survey. ] o
Assume we have access to a small set of n;,; survey responses with F}gure 33‘ Proportion of indi-
a mixture of continuous and categorical covariates (educational Viduals with log-salary >10.

1.0

Integral
0.6
Pa

0.2



attainment, age, etc). In addition, we assume there is a much larger set of .S individuals for whom
demographic variables are known but the response variable is unknown but available for surveying.
Such active surveying has previously also been explored in Bayesian active learning [26]. To
demonstrate this approach, we use individual-level anonymised census data from the United States
[79] and estimate the proportion of the population whose income is higher than around $22,000, or
log-income greater than 10. This is equivalent to computing the integral of the following indicator
function: f(z) = 1 {ieg-income>10} () Where the input consists of all other covariates in the survey
and II is the distribution of these covariates in the population.

We consider a universe of 454, 816 possible respondents Method MAPE | Std. Err.
with 8 demographic covariates. After a one-hot encoding ~ BART-Int | 4.66e-02 | 7.38¢-03
of categorical variables, the dimensionality is d = 24. MI 5.68e-02 | 7.01e-03
‘We randomly select our initial set (of size ny,; = 20) and GP-BQ 0.73¢-02 | 1.44e-02
candidate set (of size S = 10,000). We compute ground
truth using all 454, 816 observations and use Algorithm 1
to select ngeq = 200 new individuals to survey. As seen
in Table 3 and Figure 3, BART-Int outperforms both MI
and GP-BQ. As expected, the posterior distributions contract to the population mean as n increases.
Furthermore, the BART-Int posterior (red dots) is centered around the truth, whereas the 95% credible
intervals (blue shaded region) for GP-BQ seem overconfident at the wrong value around n = 100.

Table 3: Performance on the Survey De-
sign problem over 20 runs.

6 Related Work

Before concluding, we briefly comment on the connections between BART-Int and other tree-based
algorithms for integration. Our work is most closely related to GP-BQ, but with tree-based priors.
Although trees had not been considered in this literature, the nearest-neighbors method in [50] uses
GP kernels which depends on indicator functions at Voronoi partitions, and yield approximations to
I1[ f] which closely resembles that in our paper.

We note that tree-based methods have received significant interest in the literature in numerical
integration, but previous work does not come with a Bayesian interpretation. For example, the VEGAS
algorithm [47] from the physics literature can be thought of as a tree-based method to reduce the
variance of MI. More recent work also includes MCMC and SMC samplers with proposals estimated
using trees [22; 33]. Finally, [24] also uses regression trees as surrogates, but again in a non-Bayesian
framework.

7 Discussion

We proposed a novel BPNI algorithm which uses BART instead of a GP to model the integrand.
BART has several advantages in settings where GPs do not perform well. It is easy to tune, robust to
overfitting and enjoys a low computational complexity. It is also a natural model for discontinuous
functions and can automatically adapt to sparse high-dimensional functions. We demonstrated these
advantages through theoretical results, including contraction of the posterior distribution onto the
value of the integral, and through a set of benchmark tests and a survey design experiment. However,
it is also important to note that BART-Int did not perform as well as GP-BQ in certain low dimensional
and smooth settings. We therefore see BART-Int as a useful addition to the toolset of BPNI which
complements, rather than replaces, GP-BQ.

There are a number of potential directions for future research. From an applications-viewpoint, there
are interesting parallels to be made with algorithms used to estimate treatment effects in causal
inference, and we foresee some possible use for BART-Int in this field. This was discussed in more
details in an opinion piece published in [32]. In terms of theory, little is known about the ergodicity of
the MCMC sampler used to sample posterior trees. Further work in this area could help practitioners
understand the impact of the MCMC approximation on the estimate of the integral for BART-Int.
In terms of methodology, while the sequential design approach proposed in this paper uses the
(estimated) posterior variance to select new query points, it would be interesting to explore how the
use of other acquisition functions may improve the estimates. Similarly, extensions of BART, such
as soft-BART [48] and heteroscedastic-BART [64], should also be of practical interest, as they may
provide additional advantages over GP-based methods. Finally, some tree-based models can naturally
handle categorical variables without the need for one-hot encoding; this could significantly improve
the performance for problems such as the Bayesian survey design experiment in this paper.



Broader Impact

Our paper is about numerical integration, a common computational problem in machine learning. It
provides an approach to improve the accuracy of such approximations, as well as obtaining credible
intervals representing our uncertainty about the value of the integral. The increased accuracy of the
method may allow the users to reduce their computational requirements, which may, further down
the line, have some impact on mitigating the impact of large computer clusters on climate change.

However, the broader impact of the method will mostly depend on the applications of the algorithms
that it will be used to enhance: applications to ethical algorithms will have a positive impact, but
application to unethical algorithms will also have a negative impact. For example, in the Bayesian
survey design problem studied in the numerical experiments section, we have shown that there is
potential for application in predicting population proportions resulting from binary outcome variables.
The categorical variables for instance, however, may be unethically used as explanatory variables for
certain problems, and this would be an issue depending on how the conclusions are drawn.
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