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1 Experiments

1.1 OpenML data

Data Table|l|shows the statistics of the OpenML datasets.

Comparing methods DS predicted responses by § = gps(+ Zle fps(z;)), where gps and fps
were three-layered feed-forward neural networks with 32 hidden units, and the number of output
units of fpg was 32. DS, which can handle different numbers of attributes, was trained to minimize
the loss on the training datasets.

With NP, we used deep sets for handling tasks with heterogeneous attribute spaces. In particular, the
attributes were encoded in a 32-dimensional vector by a deep set, and the responses were encoded in
a 32-dimensional vector by a neural network. Then the two encoded vectors were concatenated and
input to a neural network. By averaging the outputs over the instances in the support set, we obtained
a task representation. The task representation and each attribute value was concatenated, and the
response was predicted by a deep set by taking the set of concatenated vectors as input. In the NP, we
used three-layered feed-forward neural networks with 32 hidden units for all the neural networks,
and average pooling for all the deep sets.

DS+FT (NP+FT) was the DS (NP) fine-tuned with each target dataset. With DS+MAML
(NP+MAML), DS (NP) was trained to minimize the loss on the query sets when fine-tuned with the
support sets with model-agnostic meta-learning [1]], where support and query sets were sampled in
the same way with the proposed method in Algorithm 1. The number of fine-tuning epochs was five.

Ridge, Lasso, BR, KR, GP, NN, and Mean were trained with the target datasets since they cannot
handle tasks with heterogeneous attribute spaces. We used the implementation of scikit-learn [2] for
them, where the default parameter settings of the scikit-learn were used since the number of support
instances was three, which is too small to conduct a cross-validation.

For classification experiments, we used the cross-entropy loss with DS, DS+FT, DS+MAML, NP,
NP+FT, NP+MAML, and the proposed method. We used the implementation of scikit-learn [2]] with
KNN, DT, RF, NN, AB, NB, and MF, where the default parameter settings of the scikit-learn were
used.

Results Table [2{shows the mean squared error for each target task.
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Table 1: Statistics of the OpenML datasets used in our experiments.

Index  Name #instances  #attributes
0 vineyard 52 3

1 bolts 40 7
2 sleep 62 8
3 autoPrice 159 16
4 detroit 13 14
5 longley 16 7
6 diabetes_numeric 43 3
7  baskball 96 5
8  pyrim 74 28
9  gascons 27 5
10 pwLinear 200 11
11 machine_cpu 209 7
12 gsbr_y2 25 10
13 gsfsrl 20 10
14 gsfsr2 19 10
15 gsbralks 13 22
16 gsartox 16 24
17 gsabr2 15 10
18  hip 54 8
19 analcatdata_uktrainacc 31 16
20 mu284 284 10
21 pollution 60 16
22 transplant 131 3
23 bodyfat 252 15
24 fri_c0_250_5 250 6
25 fri_c3_100_10 100 11
26 fri_c2_100_5 100 6
27 fri_c3_250_10 250 11
28  fri_c2 250_25 250 26
29 fri_c4_100_25 100 26
30  sleuth_ex1714 47 8
31 rabe_265 51 7
32 rabe_266 120 3
33 chscase_demand 27 11
34 visualizing_slope 44 4
35  visualizing_environmental 111 4
36  chscase_funds 185 2
37 rabe_166 40 2
38 sleuth_ex1605 62 6
39  chscase_vinel 52 10
40  rabe_131 50 6
41 diggle_table_al 48 5
42 chatfield_4 235 13
43 hutsof99_child_witness 42 16
44 rabe_176 70 4
45 visualizing_hamster 73 6
46  rabe_148 66 6
47  visualizing_ethanol 88 3
48  chscase_geyserl 222 3
49 humans_numeric 75 15
50  USCrime 47 14
51 ICU 200 20
52 EgyptianSkulls 150 5
53 heart 270 14
54 treepipit 86 10
55  edm 154 18
56 slump 103 10
57 branin 225 3
58  echocardiogram-uci 132 8
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Table 2: Averaged mean squared errors and standard errors on each target task with the OpenML
datasets: Values in bold typeface are not statistically different at 5% level from the best performing
method in each row according to a paired t-test. The bottom row is the number of tasks where the

method achieved the performance that was not statistically different from the best performing method.
Index  Ours DS DS+ DS+ NP NP+ NP+ Ridge Lasso BR KR GP NN Mean
FT MAML FT MAML
0.827 0494 0502 0516 0472 0548 0463 0727 1.188 0623 0574 1175 0917 1270
0.786 0.884 0903  0.895 0.886 0.876 0868 1362 1490 1.386 0.512 0.903 0.869 1.0l
0.705 1737 1614 1177 1051 0776 0920 1.188 1.245 1791 0.851 0997 1320 1217
0710 0763 0731 0556 0485 0517 0552 0821 1204 0769 0414 0962 0.855 1272
0.699 0787 0794 0716 0.666 0.695  0.647 1.095 1407 1414 0453 0931 0.683 1.521
0362 0306 0182 0.140 0.198 032 0267 0925 0258 0.084 0530 0313 1.138
0.689 0.667 0.675 0.697 0.662 0771 0675 1410 1488 2445 0906 1.102 1305 1.505
0.817 0912 0929 0962 0980 1.117 0955 1346 1.557 1551 1062 1.024 1380 1.560
0930 0919 0917 0891 0.854 0894 0901 1180 1232 1182 0952 1016 1250 1.232
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58 0924 0795 0813 0814 0811 0902 0804 1331 1384 1393 1.098 0980 1271 1495
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