Supplementary Material: Appendices

A Can the transition to linearity be explained by model rescaling?

The work [3] introduced the term “lazy training” and proposed a mechanism for the constancy of the
tangent kernel based on rescaling the model. While, as shown in [5[], model rescaling can lead to lazy
training, as we discuss below, it does not explain the phenomenon of constant tangent kernel in the
setting of the original paper [10] and consequent works.

Specifically, [5] provides the following criterion for the near constancy of the tangent kernel (using
their notation):

7wy 1P
wr(wo) 1= [ (wo) — vl g <1, (16)
B

Here y is the ground truth label, D?f(wy) is the Hessian of the model f at initialization and
||D f(wo)]||? is the norm of the gradient, i.e., a diagonal entry of the tangent kernel.

The paper [5] shows that the model f can be rescaled to satisfy the condition in Eq.(I6) as follows.
Consider a rescaled model o f with a scaling factor o € R, & > 0. Then the quantity s becomes

| D? f (wo) H D2 f(wo)ll
1D.f(wo)ll? 1D f (wo)l[?”

Assuming that f(wg) = 0 and choosing a large «, forces ko5 < 1, by rescaling the factor A to be
small, while keeping B unchanged.

1
g (Wo) = — [af (wo) =y — [ rwo) a”n

While rescaling the model, together with the important assumption of f(wg) = 0, leads to a lazy
training regime, we point out that it is not the same regime as observed in the original work [[10] and
followup papers such as [[13,|6] and also different from practical neural network training, since we
usually have A = || f(wo) — y|| = O(1) in these settings. Specifically:

e The assumption of f(wg) = 0 is necessary for the rescaled models in [5] to have 4 < 1.
Yet, the networks, such as those analyzed in [10], are initialized so that f(wg) = O(1).

e From Eq.(I7), we see that rescaling the model f by « is equivalent to rescaling the ground
truth label y by 1/« without changing the model (this can also be seen from the loss function,
cf. Eq.(2) of [5]]). When « is large, the rescaled label i/« is close to zero. However, no such
rescaling happens in practice or in works, such as [[10, |13} |6]]. The training dynamics of the
model with the label y/« does not generally match the dynamics of the original problem
with the label y and will result in a different solution.

Since A = ©(1), in the NTK setting and many practical settings, to satisfy the criterion in Eq.( .
the model needs to have B = || D? f(wo)|/||Df(wo)||? < 1. In fact, we note that the analysis of
2-layer networks in [5]] uses a different argument, not based on model rescaling. Indeed, as we show
in this work, 3 is small for a broad class of wide neural networks with linear output layer, due to a
vanishing norm of the Hessian as the width of the network increases.

In summary, the rescaled models satisfy the criterion, x < 1, by scaling the factor A to be small,
while the neural networks, such as the ones considered in the original work [10], satisfy this criterion
by having B <« 1, while A = O(1).

B Other Parameterization Strategies

Throughout the paper, our analysis is based on the NTK prameterization [10], under which the
constancy of tangent kernel is originally observed. In this section, we show that different parame-
terization strategies (e.g., LeCun initialization [LeCun et al. wélg ~ N(0,1/m)) do not change
our conclusions. Specifically, we show that, compared to the NTK prameterization, a different

3LeCun, Yann A and Bottou, Léon and Orr, Genevieve B and Miiller, Klaus-Robert,“Efficient backprop”.
In:Neural networks: Tricks of the trade. Springer, 2012, pp. 9-48.

12



parameterization strategy only rescales the tangent kernel K and the spectral norm of the Hessian
|| H|| by the same factor, hence the ratio between tangent kernel K and Hessian spectral norm keeps
the same and || H|| = o(|| K||) still holds.

Recall that we initialize the parameters W = {w1), w(® ... w() w(l+1) .= v} of the general
form of a deep neural network f, Eq. by a standard Gaussian, i.e. wgl) ~ N(0,1). If we apply
another parameterization strategy W here, for example, mﬁ” ~ N(0,02,), where o, can be a
function of m, we can see every @El) = megl) where wgl) ~N(0,1).

Hence each layer function becomes

o = g, <1w<z);a<z—1>> _ (18)

Um
In this case, the gradient of the model f w.r.t. the weights of layer [ is

af  owd af 1 of

ow® — ow® awd — o dwl) (19)
And by the same reason, the Hessian of the model f w.r.t. the weights of layer /; and [5 is
0? 1 02
f f 20)

owowl® o2 gwl)ow(a)’

Therefore, it’s easy to see the ratio of the norm of the tangent kernel to the norm of the Hessian keeps
the same:

IKW)| Iz KWL ik (w))
[HW)I X HW) [HW)|

2n

Example: LeCun initialization/parameterization. In many practical machine learning tasks, it
is popular to use the LeCun initialization/parameterization: each individual parameter (WO(Z) )ij ~

N(0,-L), while there is no factor 1/y/m in the definition of the layer function, e.g., for fully
connected layers

o) = (W Wa W), (22)
In this setting, the factor o,,, = 1/4/m. Then, by the analysis above, we see that
IK| = O(m), |H| =0(/m)=o(|Kl). (23)

It is also interesting to note that, for the parameter change w* — wy, the Euclidean norm

[w* = woll = ©(1/v/m). 24)

C Experimental Setup

Dataset. We use a synthetic dataset of size /N = 60 which contains C' = 3 classes. Each data point
(x,y) is sampled as follows: label y is randomly sampled from {0, 1,2} with equal probability; given
1y, « is drawn from the following distribution:

N(0,1), if y = 0;
x ~ ¢ N(10,1), if y =1; (25)
N(=10,1), ify=2.

We encode each y; € {0, 1,2} by a one-hot vector y; € {0,1}3. And y; ; means the j-th component
of y;. We use this dataset for all the optimization tasks mentioned below.

C.1 Wide neural networks with non-linear output layers

Neural Networks. In the experiments, we train three different neural networks:
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e Neural network with a linear output layer

1
ﬁVU(WI + b), (26)
where w € R™ and b € R™ are weights and biases for the first layer and V' € R3*™ are
the weights for the output layer, and o () is the ReLU activation function.

f(w,V.,b;x) =

e Neural network with a softmax-activated (non-linear) output layer
f1(w,V, b;z) = Softmax(f(w, V,b; z)); (27)
e Neural network with a swish-activated (non-linear) output layer
fo(w,V,b; ) = Swish(f(w, V, b; z)). (28)
Here the swish activation function is defined as Swish(z) = z ® (1 + exp(—0.1 - z))~!,

where © is the element-wise multiplication.

Optimization Tasks. We combine the training of networks f and fi together, by optimizing the
following loss function:

N C
1 -
Li(w,v,b) = _NZZYZ'J ~log((f1(x:);)- (29)
i=1 j=1
In this combined training, networks f and fi always have the same parameters during training, and
the difference between f and f; is the non-linearity on the output.

For the swish-activated network fg, we minimize the square loss function:

1L
Ly(w,v,b) = ~ > I falxi) = yill* (30)
i=1

We use gradient descent to minimize the loss functions until convergence is achieved (i.e. loss less
than 10~%). To measure the change of tangent kernels, we compute the max (relative) change of
tangent kernel from initialization to convergence: AK := sup,- || K (w¢) — K (wo)||r /|| K (wo)| 7.
For each training, we take 10 independent runs and report the average A K.

We compare the tangent kernel changes AK of f, fiand fy, ata variety of network widths, m = 30,
102, 103, 104, 10°, 106.

C.2 Wide neural networks with a bottleneck

The Neural Network. In the experiment, we use a fully connected neural network with 3 hidden
layers and a linear output layer. Its second hidden layer, i.e., the bottleneck layer has a width m,
while the other hidden layers has a width m. Specifically, it is defined as:

1 1
—W, W3 —=Wso (W, 31
\/54(7( 3\/5 20 ( 13?)), (31)
where W, € R™*L W, € RmXm Wy € R™*™s T, € RE*™. Here we use ReLU as activation
functions.

f(W;z) =

Optimization Tasks. We minimize the cross entropy loss:

1 N C ~
LOW) === > i log((f(xi);). (32)

i=1 j=1
where we denote Softmax(f) by f . Here, we let the network width m = 10%, and investigate on
different bottleneck width m; € {3, 5, 10, 50, 100, 500,1000}.

For each bottleneck width, we use gradient descent to minimize the loss functions until convergence
is achieved (i.e. loss less than 10~%) and compute the max (relative) change of tangent kernel from
initialization to convergence: AK := sup,~q || K(w¢) — K(wo)||r/|| /K (wo)| 7. For each training,
take 10 independent runs and report the average AK.
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D Proof for Proposition [2.1]

Proof. Recall that the tangent kernel is defined as

Kij(w) = Vf(w;x;)TVf(w;x;), forany inputs x;,x; € R (33)

Linearity of f in w = constancy of tangent kernel. Since f is linear in w, V, f(w;x) is a
constant vector in RP, for any given input x. By the definition of the tangent kernel, each element
K;;(w) is constant, for any inputs x;, X;.

Constancy of tangent kernel = linearity of f in w. It suffices to prove for every input x;,
function f(w;x;) : R? — Ris linear in w.

For a constant tangent kernel, each element K;;(w) is constant. Noting that K;;(w) =
| Vwf(w,x;)||?, we have ||V f(w,x)| is constant in w, for all input x.

The following arguments basically follow the idea from [8] (a more general result was shown in [[16]).

To simplify the notation, in the rest of the proof, we hide the argument x, and we use f(w) to denote
f(w;x).
Let |V f(w)|| = c. Consider the ordinary differential equation (ODE)

dw(t) _
T Vi(w(t)),

where w(0) = wq € RP is the initial setting of the parameters. We have

daf dw 9

dt <Vf, E> =c,
and consequently
F(w(t)) = ¢t + f(wo)- (34)
For any 1, t2, since |V f(w)|| = ¢, we have

lty —ta| = [f(w(t1)) = f(W(t2))| < clw(ts) — w(t2)],

but |[w(t1) — w(ta)| = \f:; |ldw (t)/dt||dt| = c|t1 — t2|, which indicates

w(t) =tV f(wo) + wo. (35
And in the following we show for any v € RP, if f(v) = f(wy), we have
(Vf(wg),v—wg) =0. (36)

Givent # 0, let ¢ : [0, 1] — RP be a differentiable curve joining ¢tV f(wq) + wq and v. By Eq.
and Eq. (35), we have

EJt] = |f(w(t)) — f(wo)| = | F(wo + £V £ (wo)) — F(wa)l
oy / (VF(e(s)). ¢ (s))ds]

< / 1¢(s) ds

= ||v =tV f(wo) — wo.
It follows that
M2 < |lv = wol|® + 12 + 2t(v — wo, V f(wo))-

Dividing by ¢ and taking ¢ to o0 allows us to have (V f(wg), v — wq) = 0.
Then we construct the level set

M, =M ={w eRP: f(w) =a}, 37
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where a € R. And its tangent space at w is
TwM ={w+v eRP: (v,Vf(w)) =0} (38)

By Eq.(36) we have (v — w, V f(w)) for all v € M that satisfies f(v) = f(w). From Eq.(38) we
can see v € Ty, M. Therefore M C Ty, M. By the fact that M is a closed hypersurface, M = T\ M
forallw € M.

Hence there exists a w’ € R? such that ||w'|| = 1 and the level set Eq.(37) is equivalently defined as
My = {2w' +v': (v/,w') = 0,v' € RP} for all a. And we can construct a function g : R — R
such that

g(t) = f(v' +tw'),

where ¢'(t) = ¢ for all ¢ which shows f is linear.

E Proof of Proposition 2.2]

Proof. The model f, as a function of the parameters w, can be written as the form of Taylor expansion
with Lagrange remainder term:

fw) = f(wo) + Vwf(wo)" (w — wo) + %(W — wo) " H(&)(w — wo), (39)

for some £ on the line segment joining w and wq. Then Euclidean norm of the gradient change is
bounded by

IVwf(W) = Vwf(wo)ll = 1H(&)(w — wo)ll < [H(E)] - [[(w—wo)|| < [[H(E)IR.  (40)
Hence, according to the definition of the tangent kernel, for any inputs x, z € R,
|K(x,z) (W) - K(x,z) (WO)‘

Vo f(w;x) =V f(Wo; X)|| - [[Vw [ (W3 2)[| + [|Vw (W 2) = Vi f(wo; 2)] - [V (wo; x|
IHENR(Vwf(wo; X) || + [|[Vw f(w; 2)]).

Since f is smooth, the gradients V, f(wo) and Vy, f(w) are bounded. Therefore, | K (x ,)(W) —
K(x,z) (WO)l = O(GR) =

IAINA

F Proof of Theorem 3.1

Proof. The Hessian matrix H of the neural network can be written as the following structure:

O g2 .. gOLL+1)
H@1) H@2) .. HL+1)
H= ) : ) ) : (41)
H(L'er) H(L.+172) . H(L+i,L+1)

2
Here, each Hessian block H (1) .= m is the second derivative of f w.r.t. its weights of
1,-th and I5-th layers, where we treat the final layer parameters v as w(Z 1),

The following lemma allows us to bound the Hessian spectral norm by the norms of its blocks (see
proof in Appendix [L.T)).

Lemma F.1. Spectral norm of a matrix H is upper bounded by the sum of the spectral norm of
its blocks, i.e. [|[H| <>, . [HU2)|, 1,1 € [L+1].

By this lemma, it suffices to prove that, for each Hessian block H (ll’l2), l1,ly € [L + 1], the spectral

norm ||H(":12)|| = O(1/+/m). Since the Hessian matrix is symmetry, without loss of generosity, we
assume 1 <[} <[y < L+ 1.
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Case1: 1 <[; <ly < L. By the chain rule, the gradient of the model f w.r.t. the weights of layer

[, can be written as
of _ o ( T oo ) L, @)
n 1 =1 :
ow® ow®) it Oal ) \/ﬁ

Then, the Hessian block has the following expression:

Hl2)
lo—1

¢, Of 1 392551 H dor %y, of
= ow®) oay, bRt ow) A1 9al'=1) ] galz-Dow(®) \ oalb2)

L -1 l
o1, dpv P’ 991, Opr of
+ > (awun H  9all= 1)) D12 (aw(lz H aa(z'—n) (aau)

I=l>+1

Hence, the spectral norm of Hessian block H(1:%2) is bounded by

‘OO
‘OO

HH(llJz)
32(%511 n Oy, li—_f Oy %y, of
(Ow(l) dal) Ow(l) Wit AoV =1 || || dallz—1) gw(l2) dall2)
i 0oy, l Oy oY 0o, ﬁ Odr of
Ow 1) Oal'—1) 804 G 1) 91 ow(l2) Oal'—1) OaV)

=+ l/:l U=ly+1
Since the vector-valued layer function ¢; is Lipschitz continuous w.r.t. its input o and parameters
w, the spectral norms of “gradients” 3¢’" H are bounded, for all [ € [L]. By
a2, Il ey
2 112,2,1° 11 (@alC-D)2 l12,2,1
2 ~
and || m H2 5 1 are of the order O(1). In addition, by condition (b) of the theorem, the

co-norms | % ||OO, | € [L], are of the order O(1/+/m). Hence, we have

~ 1
HR| =0 —= iy, 1z € [L]. 43
H \/ﬁ 5 1,02 [ ] ( )
Case2: 1 <y <lp = L+ 1. Using the gradient expression in Eq.(42), we have
L
1 8¢l 8¢l’
(ZI’L+1) —_
= TR g ( Il 5o 9
Hence,
L
I gy ~( 1
IH D) < —= H — | =0—=)- (45)
owi || 1 m Dal—1) Jm
Case 3: l; =l = L + 1. In this case, the Hessian block HEALLFD) g simply zero. Hence, the
spectral norm is zero. O

G Proofs of Theorem 3.2

The basic idea of the proof is to show that this fully connected neural network satisfies, within a ball
of finite radius around the initialization W, the conditions proposed in Theorem [3.1] as well as the
Lipschitz continuity assumption. Then, by Theorem we immediately get the desired results.
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The fully connected neural network is defined in the following way:

a® =x,
o = o(a®), G L -, v e 1
mp—1
f= L T (46)
\/mr, ’
where my = d which is the dimension of the input x, and m; = m for all | € [L]. The trainable
parameters of this network are W := {W(l), w@ o o wE) WA = v}, and are initialized

by the random Gaussian initialization, i.e., each parameter (Wél))ij ~ N(0,1),Vl € [L], and
voi ~ N(0,1),4,j € [m]. As the parameters W) of each layer are reshaped into matrices, the

Euclidean norm of parameters becomes || W || := (322" [W(®)[|2.)1/2, where || - || - is the Frobenius
norm of a matrix.

To make the presentation of the proof as simple as possible, we first make the following assumption
about the initial parameters W. Then we prove it in Lemma[G.I| that the assumption is satisfied
with high probability by the random Gaussian initialization.

Assumption G.1. We assume that there exists a constant ¢y > 0 such that, for all initial weight
matrices/vector Wo(l), HWél)H < ¢ogy/m, where [ € [L + 1].

Lemma G.1 (Spectral norms of initial weight matrices). If the parameters are initialized as

(Wo(l))ij ~ N(0,1) for all l € [L + 1] and m > d, then, for each layer | € [L + 1], we have
with probability at least 1 — 2 exp(—1),

WP < 3v/m. (47)

The proof is in Appendix [.2]

We further assume that, for the input x € R4, each component is bounded, i.e. |z;| < Cyx, for some
constant Cx and for all ¢ € [d]. This assumption covers most of the practical cases.

We prove the following lemma which states that the norm of the matrix W) keeps its order in a
finite ball around the Wo(l) .

Lemma G.2. If Wy, satisfies Assumption|G.1| then for any W such that ||[W — W|| < R, we have

WO < cov/m+ R =0(vm), VIl € [L+1]. (48)

See the proof in Appendix [[.3] The following lemma gives bounds on the Euclidean norm of the
vector of hidden neurons for each layer.

Lemma G.3. If W, satisfies Assumption then, for any W such that |W — Wy || < R, we have,
at all hidden layers

1
[P (W)|| < L (co + R/v/m)'V/mCx + Y Ly (co + R/v/m)'~'a(0) = O(v/m), W1 € [L].
i=1
(49)
Particularly, for the input layer,
1] = [Ix]| < VdCx = O(1). (50)

The proof is in Appendix [[.4].

Now, we are ready to prove the theorem. Specifically, we prove the following for the fully connected
layer in the ball B(Wy, R): Lipschitz continuity, satisfying conditions (a) and (b) in Theorem
in Section [G.1] [G.2] and [G.3] respectively. Then, the theorem is an immediate consequence of
Theorem
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G.1 Proofs of Lipschitz continuity

Note that the layer function is vector-valued. It suffices to prove that the first derivatives, which are
matrices, have bounded spectral norms in the ball B(Wy, R).

When | = 2,3,---, L. Recall from Eq.(9) that, a fully connected layer ¢; is defined as, for
1=2,3,---,L:

l) — ¢l( (l 1)) (\/]'mw(l)a(ll)> . (51)

The term G := \/%W(l)a(l_l) is also known as preactivation.

Note that, in this case, the parameter vector w(*) is reshaped to a m x m matrix W), except that
W is am x d matrix. The first derivatives of ¢; are

-

(Vatn)i; = ﬁal(ag))wi(j)’ (52)
1 - _

(Vwér)ijjr = ﬁal(agl))o‘ﬁ VL. (53)

By the definition of spectral norm, || Al| = sup = [[AV||, we have, forall 2 <1 < L,

m

an L35 ()

Ivi=1 " 2

Hva(bIHQ

l
L Ow oy

Il
w
=
(]

HVH 1m

IA

L2
m
< Li(co+R/vm)? = 0(1),

- O'/(d(l)). Similarly, we have

Z(ZU H:jij'>2

= sup OVl

where ¥/ is a diagonal matrix, with the diagonal entry X';;

|V r||?

HVH —1

V)p=1
1 ! _
< ==Y etV
m
< (Lh(co+ R)1Cy)* = 0(1). (54)

We used Lemma[G.2] and [G.3] above.
When [ = 1. The layer function is:

oD = (W06 — 4 (\}awmx) | (55)

In this layer, the input x is fixed (independent of trainable parameters) and not a dynamical variable.
Hence, V1 is not an interesting object in our Hessian analysiﬂ

For V¢1, we have (with a similar analysis as in Eq.(54)),

| —(
IVwerl® < SIS CIP1a@)P < L2063 = o).

We see that both ||V ¢ || and || V¢ || are bounded, hence, the (vector valued) layer function of fully
connected neural networks is Lipschitz continuous.

®Indeed, it does not show up in the Hessian analysis, see Section@
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G.2 Proof of condition (a) in Theorem3.1]

Proof. We consider the first layer i.e. [ = 1 and the rest of the layersi.e. [ = 2,3, , L separately.
When | = 2,3, .-+, L. The second derivatives of the vector-valued layer function ¢;, which are
order 3 tensors, have the following expressions:
9%¢1 Ly O
= —o"(a; YW/ W. 56
((aa(l_l))z)i,j,k m’ (@; )W W, (56)
0%, L i a®yp® -1
(&wAmwmﬂlmw—nﬁ<%>W’“w tist 7
¢ L )y (-1 (- 1)
(@), = 00l ks S
By the definition of the (2, 2, 1)-norm for order 3 tensors, and Lemma we get
oy
[ S = W(l vi)i (W(l)vz) ‘
@0V |01 il lvalmt M
< ’ WOv )i ”vQ)i]
HV1H HV2H 1m Z
< sw iﬁaiW“)vl)?HW(”vaf
Ivali=livall=1 2m =
1
< 5P sup W Ov |2 + (WO, %)
M lva||=[lva|I=1
1
< o Bo (WO + (WO
<m@+M¢W O(1). (59)
Similarly, by using Lemma|[G.2]and Lemma@ we have,
82¢1 (l)
— (WWvy);(Vaa®);
’ aTDOWD ||y o, Sl M
1
< swp o Be(IWOv P Veal Y2
[vill=1IVzllp=1
1 _
< fﬁa(IIW(”IIQ + ol V)?)
S/BO'( +R/\/>) /BO'LQZ Q(CQ—FR/\/»)ZZ 2)02 O( )
And
P
— Vla(l 1)) (‘/éa(l—l))i
H (OWO)2 55, Villem Vsl et —
< sup L, (IVaalD2 + [Vaal-D]2)

IVl p=|Va ] p=1 2170
< %Ba(lla(l‘”u2 + [[at=D)2)
< B L2 (co + R/Vm)*2C2 = O(1). (60)

When [ = 1. As discussed in Section (G.1] the input o(?) is constant, we only need to analyze the

tensor 0 335%)2 in this case. With a similar analy51s as in Eq. 1@) we have
G| < g llaVIP 0O < 5,62 = o), 1)
(OWW)21l,,, ~ 2d - x

O
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G.3 Proof of condition (b) in Theorem 3.1

Proof. First of all, we present a few useful facts, Lemma [G.4}{G.6| that will be used during the proof.
The proofs of the following lemmas are in Appendix [.5}{. 7}

We first show that each activation of the hidden layers is bounded at initialization, with high probabil-
ity.

Lemma G.4. For anyl € [L], given i € [m], with probability at least 1 — 2e—ck’In’(m) for some

constant ¢ > 0, agl)| = O(1) at initialization.

Define vector b)) := V_«)f € R™ for I € [L]. And we use by to denote b at initialization.
Specifically, b() takes the following form:

L
1 ’ l’) ]_
b®) = ((W(l N3 > —v, (62)
LTS 7
where ¥/ is a diagonal matrix, with (E'(l,))“— = 0'(641(-l,)).

The following lemma gives an upper bound to norms of b(") in the ball B(Wo, R).

Lemma G.5. [f the initial parameters W of the multi-layer neural network f(W) satisfies Assump-
tion|G.1) then, for any W such that |W — Wo|| < R, we have, at all hidden layers, i.e., ¥l € [L],

bW < LEH(eo + R/v/m)" 7. (63)
In particular, at initialization,

b || < LE b1+ (64)

We proceed to show all the components of bél) are of order O(ﬁ) with high probability.

Lemma G.6. With probability at least 1 — me=¢ n*(m) for some constant cl()l) > 0,

O(1/y/m).

l
by |l =

Now we show besides at initialization, ||b||~ is of order O(ﬁ) in the ball B(W, R) with high

probability, i.e. the condition (b) in Theorem[3.1] Technically, we bound the difference of the co-norm
by the difference of 2-norm.

First of all, we prove, by induction, the following claim: for all [ € [L],

~ 1
b0 - b =0 (). 65)
In the base case, we consider [ = L. We have
1
b =
vm
1
béL) = ﬁVO.
Hence,
IbE — b = —= v - voll < =W — W < —=E. (66)
0 NGO ~vm —Vm



Now, suppose that [|b® — b{")|| = O(\/%TL) Then

_ 1
Hb(l_l)—b(()l 1)H _ (W(l))TE/(l)b(l)_(Wo(l))TEB(l)bél)+(W()(l))TE/(l)bél)
Jm
+ (Wo(l))TE/(l)b(l) _ (Wél))Tzl(l)b(()l) _ (Wél))TE/(l)b(l)H
1
- T _ (T sy 1) O\T (sv) _ 57D 1O
s (7O ) T) OB 4 ()T (0 — 0 )
n (Wo(l))TZ/(l) (b(z) B b(()l)) H
1 1
< = |lwo _ <l>H WO L — w® H (1) _ () <z>H
< o WO = w1 OO + o pwg) | (5© - 26) b

1 1 l
o W IO B0 - b (67)

where ') is a diagonal matrix, with (Z’(l))ii = a’(dgl)).
To bound the second additive term above, we need the following inequality:

1617 (W) — &l (Wo)]|

1 1
— w0 W — DD (W

H m @ ( ) \/ﬁ 0o & ( 0)
b
vm

1

< Lo a'T (W) = a7 (Wo) = [WO = WP la D (W)

IN

l (- (- 1 1 _
WS- Lo - 34D (W) = &40 (Wo)| + —=lIWO = Wi oD (W)

= coLolla" (W) —al"= D (W) + O(1),
where the last equality is the result of Lemmathat o=V = O(v/m).
Recursively applying the above equation, since ||&") (W) — &) (W) || < %C’x, we have

[aD(W) —aD(Wo)| = o 'L @M (W) — M (Wo)[ +O(1) = 0(1).  (68)
Also, note that Y’ is a diagonal matrix, then, we have

[0 = 50T = | o2 (6 W) — ol wa)

i=1

m

1By | S [ @ (W) — 0'(a" (Wo))]

i=1

IN

~ 1
< D0 - o 6D (W) — aO (W) = O () L

vm
where we used Lemma|[G.3|and Eq.(68) in the last equality.
Now, insert Eq.(69) into Eq.(67), and apply Lemma|[G.3]and the induction hypothesis, then we have

_ -1 1 _ _ 1 ! !
N I A i 00 [N LY

~ 1
+eoL, Hb”) —p¥ H -0 (m) . (70)
Thus, Eq.(63) holds for [ — 1, and the proof of the induction step is complete. Therefore, by the
principle of induction, Eq. holds for all [ € [L].

Now, let’s consider ||b®)|.. By Lemma and Lemma with probability at least

—eWn2
1 —me=¢ W (m),

l l
D < b oo + [BY = b0

~ 1
< I+ B0 -5 =0 (). an

A
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Using union bound, for all [ € [L], we have with probability 1 — m Zlel 6*520“’2(’”),

of (1
@ - -
01 = sl =0 (). 72

H Generalization to other architectures

In this section, we show that, for both convolutional neural networks (CNN) and residual networks
(ResNets), the conditions proposed in Theorem@] are satisfied, and hence these networks have small
Hessian spectral norms when the network width m is sufficiently large.

H.1 Convolutional Neural Networks

A convolutional neural network (CNN) is a network of the type in Eq.(7), with each convolutional
layer function ¢; defined as

1
O =g (W o=y =g [ —WO sV ) Ve[l 73
« (bl( e’ ) g (\/’rr—lll * ) 3 [ ]7 ( )
where * is the convolution operator (see the definition below), and the layer width m; = m for all
l=2,3,---,L,and m; = d with d as the number of channels of the input.

To simplify the notation, we consider a one-dimensional CNN, i.e., a “image” is an 1-D array of
“pixels”, and one will find that the analysis in this section also applies to higher dimensional CNNss.
We also drop the layer indices [, wherever there is no ambiguity.

We denote the number of channels for each hidden layer as m, the number of pixels in the “image” as
@ and the size of each filter as K. Furthermore, we use 4, j € [m] as indices of the channels, ¢ € [Q)]
as indices of pixels and k € [K] as indices within the filter. The input o« € R™*% is a matrix, with
m rows as channels and ) columns as pixels. The parameters W € R X™m*™ g a order 3 tensor.
The output of the layer function ¢ is of size m x @. In this 1-D CNN case, the convolution operator

is defined as
K m

Wy = 35 Wasst s o

k=1 j=1

Reformulation of convolutional layer. Now, we reformulate the convolutional layer function in
Eq.(73) into a fully-connected-like function. Then, we can use the techniques developed in Section|[G]
to prove for the CNN. Specifically, for all k& € [K], define matrices W*! and a!*! such that each
entry (WH),; = Wy, ; and (al?);, = O g K41 Then, the convolution operator in Eq. can
be rewritten as

K
(W)=Y Wkalk, (75)
k=1

Here in the summation, it is matrix multiplication. Note that, while W*! are independent from each
other for different k € [K], the inputs a!*! are not independent from each other; instead, they share
pixels: (a*); , = (@®1); y1x_w, ie., each al* is a pixel-shifted version of a (newly generated
pixels after shift is filled with zeros).

Therefore, the convolutional layer can also be written as (for [ > 1)

K

1
H(W;a) =0 ( W[k]a[k]> 2 5(a). (76)
2 v

Here, we can see we will use this expression of convolutional layer function for analysis in this
section.

Before proceeding to the proof for CNN, we first point out a few useful facts, as summarized in the
following lemmas.
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Lemma H.1. Given matrices A, B and C such that A = BC, we have ||A||r < || B||||C||F, where

|| B|| is the spectral norm of matrix B.

See the proof in Appendix The following two lemmas provide bounds on the spectral norm of
weights and Frobenius norm of hidden layers. These two lemmas (and the proofs) are analogous to
Lemma|G.2]and[G.3] and we omit the proof.

Lemma H.2. Suppose the parameters are initialized as (W[k])l,j ~N(0,1), forall k € [K],i,j €
[m]. Then, with high probability of the random initialization, we have for any W € B(Wy, R) the
following holds

W = o(vm), Vk € [K]. a7
Lemma H.3. Suppose the parameters are initialized as (Wék])m ~N(0,1), forallk € [K],i,j €

[m] and for all layers. Then, with high probability of the random initialization, we have for any
W € B(Wy, R) the following holds at all hidden layers

lallr = O(v/m). (78)
lallr = O(1). (79)

In the following, we focus on analyzing the layers with [ > 1. For the case of [ = 1, we omit the
proof, and refer the readers to the discussion in Section |G} which also applies here.

And at the input layer,

Proof of Lipschitz continuity. As seen in Section|(] it suffices to prove the boundedness of the
operator norms: ||VW f|l and ||V4 f||. Note that, in the convolutional layer function, the vector
of parameters w is reshaped to W € REXmX™ "and the input is reshaped to o € RmXQ Then,
the Euclidean norm of the input becomes Frobenius norm |le|| 7, and the Euclidean norm ||w|| =

(i W32,

Then, the spectral norm square

K
Vadl? = (& Ky k]
IVasl mHVHF 1;; a) (; >z,q
K 2
< —L% sup H W[k]V[k]H
meovie=1"3 F
2
< Lo swp (leW[k v ||F>

< LI (Z ||W““]||>
k=1
= 0(1).

Here, in the second inequality, we used Lemma[H.T] and in the last equality, we used Lemma[H.2]
Similarly, using Lemma[H.T|and [H.3] we also have

m Q K
IVwsl? = ;sup{ZDa’(dm (Zv[’“oﬂ’“) va[’“nzl}

i=1 g=1
1 K 2 K
< —L%sup ZV[k]Oz[k] IZHV[M”%:l
m k=1 Fok=1
K 2 K
Lo (K] [ K] (K] |12
< —Lgsup SOIVHEa® e ) > T IvEE =1
k=1 k=1
1 K ’
< I (lea“%)
m k=1

= 0(1).
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Proof of condition (a) in Theorem Now we show that the convolutional layer satisfies the
condition (a) proposed in Theorem The proof idea is analogous to the fully connected case as in
Section |G| and we provide a sketch of the proof for CNN here.

Recall that the vector of parameters w is reshaped to W € REX™m*™ and the input is reshaped to
a € R™*Q_ Then, by Lemma|[H.1|and |H.2| we have

|5
2,2,1
m  Q 1 K K
=swp (3 D o (Gng) (ZW ““) (ZW[’“VJ’”) WValle = Vel = 1
i=1 g=1 k=1 i,q \k=1 iq
3 K K 2
< gsup g |1y S WERH Ve = Vel = 1
m k=1 F k=1 F
B (& 2
< 27 .9 WKl
< g a3
—0(1).
Similarly, by using Lemma [H.T} [H.2] and [H.3] we also have
0%¢
dadw 221
LR N - ] = k] 1 7[K] S 2
=sup D D — 10" (@) (D" D WEE Y I = (1valF =1
i=1 g=1 k=1 i,g \k=1 i,q| k=1
K 2 K
< D ZV““@““] oW ST v = el =1
F k=1 r k=1
B BN (ST )
<o (Zna Ie) + (- IwH)
k=1 k=1
:0(1)7
82¢>
Ow? 52,4
~ k k k
=sup D> — 0" (@) (ZVJ W) (Z 1) SSOIVIE =S 1R =1
i=1 q=1 k=1 i,g \k=1 iq| k=1 k=1
K 2 K 2 K
sfbup S Mol S VMol ZIVlk]HF—ZIIV =1
k=1 F k=1 k=1
K
By M)
< 2o,
<= 2(;|a Ie)
= 0(1).

Proof sketch of condition (b) in Theorem 3.1} The proof idea is similar to the case of fully
connected case, as in Section [G.3] i.e., proving by induction. The base case of the induction is
the same as fully connected case, and we omit it here. The inductive hypothesis for CNN is:

maxie[m],qe[g] (Va(z-H) f)@q = O(l)
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Now, for [-th layer, we have

m

SRS 55 S SL AR W) =Wy

j=1¢'=1k=1

K m 1
= (1+1) (%]
—ZZ Vaarn £} qrn- K410 (O{j,q%_x;l)ﬁwji

k=1j=1

A

(Voo f)gk;

Mx

b
Il
—

By the same argument as in Section we have: maxie[m],qe[Q](V&u)f),yi]z = O(1), for each
k € [K], with high probability of the random initialization. Since K is finite, then we have
MaX;eim],qe[@] (Vaw f)i,q = O(1) with high probability of the random initialization.

H.2 Residual Networks (ResNet)

In this subsection we prove that the Hessian spectral norm for ResNet also scales as O(l /v/m), with
m being the width of the network. We define the ResNet f as follows:

1
o) = o(—

Vd

1
ol = 560 ) 4ol a0 = 0D v <<,
res \/7 ) —_ - b

W(l)x),

)
m

f= %v%@). (80)
The parameters W := {W 1) W) ... W) 1L+ .= v} are initialized following the random
Gaussian initialization strategy, i.e., (WO(Z))U ~ N(0,1),Vl € [L], and vy ; ~ N (0,1),4,5 € [m].
Remark H.1. This definition of ResNet differs from the standard ResNet architecture in [He et al.]’]
that the skip connections are at every layer, instead of every two layers. One will find that the same

analysis can be easily generalized to cases where skip connections are at every two or more layer.
The same definition, up to a scaling factor, was also theoretically studied in [7].

We see that the ResNet is the same as a fully connected neural network, Eq. (#6), except that
the activations oY) has an extra additive term a(!~) from the previous layer, interpreted as skip
connection. Because of this similarity, the proof for ResNet is almost identical to that for fully
connected networks in Section[G] In the following, we sketch the proof for ResNet. Specifically, we
focus on the arguments that are new to ResNet, and omit those identical to the fully connected case.
Hence, we suggest the readers read Section [G|first.

Parallel to Lemma [G.2] and [G.3] for fully connected case, we have the following lemmas for the
ResNet.

Lemma H.4. Suppose the parameters are initialized as (W(l))m- ~ N(0,1), foralll € [L], and
vo,; ~N(0,1), i, j € [m]. Then, with high probability of the random initialization, we have for any
W € B(Wy, R) the following holds

WO = 0(vm), Vi € [L+1]. (81)

Lemma H.5. Suppose the parameters are initialized as (Wo(l))i’j ~ N(0,1), forall | € [L], and
voi ~N(0,1), 4,5 € [m]. Then, with high probability of the random initialization, we have for any
W € B(Wy, R) the following holds at all hidden layers

la?]| = O(v/m). (82)
Particularly, for the input layer
1] = [|x]| = O(1). (83)

"Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. “Deep residual learning for image recognition”.
In: Proceedings of the IEEE conference on computer vision and pattern recognition. 2016, pp. 770-778.
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The proofs of the above two lemmas are almost identical to those of Lemma|G.2]and [G.3] We omit
the proofs here, and refer interested readers to proofs of Lemma[G.2]and[G.3]

Proofs of Lipschitz continuity for ResNet. We prove that the first derivatives have bounded
spectral norms in the ball B(Wg, R).

When 2 < [ < L, from the definition of ResNet, Eq.(80), a ResNet layer ¢; is defined by:
1
a® = g (WO;al-0) = (\/ﬁwmau—l)) 4ol 84)
Therefore, we have

1 !
[Vadill = sup (=W + Dy

lIvil=1

l
< sup (—= =YW O V] + Iv])

T vi=1 VM
< Ly(co+ R/vm) +1=0(1).

We note that ||V, ;|| has the same expression as the one of the fully connected networks. By the
same argument in Section|[G.1] as well as Lemmal|H.5| we have ||V, ¢;| = O(1).

When [ = 1, the layer function is defined by
1
o Z 6, (W, 6O = o (\/gwmx) _

In this layer, the input x is fixed (independent of trainable parameters) and not a dynamical variable.
Hence, V,¢1 is not an interesting object in our Hessian analysis.

And we have

l
IV < DiIx]| < LoCx = O(1).

1
I
v

We see that both ||V ,¢;|| and ||V ¢y are bounded, hence, the (vector valued) layer function of
ResNet is Lipschitz continuous.

Proof of condition (a) in Theorem 3.1/ for ResNet. Note that the skip connection term =1 in
Eq. is linear in o/~1) and independent from W (). Hence, the order 3 tensors are exactly the
same as in the case of fully connected networks. Applying the same argument as in Section[G.2] gives
the following:

0%y
e

Oy
Oal=1)ow @)

D¢y

=0(1), GOy

2,2,1

=0(1),

2,2,1

=0(1). (85

2,2,1

Proof of condition (b) in Theorem for ResNet. For a ResNet, define vector b&@s =V f
for I € [L]. Specifically, b&QS takes the following form:

L
1 ’ l/) 1
b(), = ((W(l Nyt I) — . (86)
M7 Vi

Compared to the expression of b(®), in Eq., which is the fully connected network case, the only
difference is that bi@s for ResNet has an extra additive identity matrix. We argue that the co-norm
HbSQS |loo is still the order of O(1/+/m). We show this by induction.

First, recall that by the analysis in Sectionwe have ||b®],, = O(\/—%) forall | € [L].

In the base case, b{Z) = \/—%v = b@). Then |[b'E)|| o = O(Tlm) holds.
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Now, suppose ||b§«le+31) lloo = O(ﬁ) holds. For b',, we have

1 I+1 1 I+1
b, = (\/Fn(W(lH))TZ/( ) 4 I> bt = ﬁ(Wuﬂ))sz( )bSLt” +bED . (87)
By an analogous analysis as in Section|G.3]and [[.7] we have that co-norm of the first term is of the
order O(l[ﬁ) Since ||b7(fe§1) || o is also of the order O(1/1/m), we conclude that \|b£f25 |loo is of
the order O(1/+y/m).

H.3 Architecture with mixed layer types

So far, we have seen that fully connected networks (Theorem , CNNss(Section and ResNets
(Section[H.2)) satisfy the conditions in Theorem [3.1] In fact, our analysis generalizes to architectures
with mixed layer types. Note that the Liptshitz continuity of layer functions and condition (a) of
Theorem [3.1] are purely layer-wise, and does not depend on the types of other layers. As for the
condition (b), our analysis is inductive: ||V, f|lso = O(1) only relies on the structure of the current

layer and the fact that |V a+1) flleo = O(1).

I Proof of Technical Lemmas

I.1 Proof of Lemma[E1]

Proof.
gLy 0 0o H®L2) 0 0 0 0
0 0 0 0 0 0 0 0 0
IH| = : + Tl :
0O 0 --- 0 0 0 .. 0 0 0 ... HILALL+Y
<> H).
l1,l2
O

1.2 Proofs for Gaussian Random Initialization

Proof of Lemmal|G.1} Consider an arbitrary random matrix W € R™1 "2 with each entry W;; ~
N(0,1). By Corollary 5.35 of [18], for any ¢ > 0, we have with probability at least 1 — Zexp(—%),

HWHZ < my+/ma+t. (88)
In particular, for the initial parameter setting W, we have
W l2 < Vd+ vm +t,
W lle < 2v/m +t, 1€1{2,3,..,L},
W e < Vim+ 141,

Letting ¢ = y/m and noting that m > d, we finish the proof. O

1.3 Proof of Lemmal[G.2]

Proof. By triangle inequality and the definition |W || = Zf:ll |W®|| -, we have for all layers, i.e.,

lelL+1],
WO lle < 1W5"llz + WO = Wil < [Wg" 2 + WO = W' |lp < cov/m + R (89)

Note that, at the output layer, W (X+1) je. v is a vector, and the Frobenius norm || - || reduces to the
Euclidean norm || - ||. O
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1.4 Proof of Lemmal[G.3|

Proof. To analyze ||a(!)(W)]|, let’s first consider the input layer, ie., | = 0: [|o®| = ||x|| <
Vd||x||o < VdCy, where d is the dimension of the input x. Then we prove Eq.(49) by induction.
For the first hidden layer [ = 1,

1
oWl = o (o a®
Vi
1
< Lo WOl +0(0)
1
< (vt RO + o0

Vd
< Lo(co + R/Vm)y/mCx + 0(0). (90)

Above, we used the L, -Lipschitz continuity and applied Lemma|[G.2]in the second inequality.
Now, suppose for [-th layer we have

l
la®@(W)|| < LL (co + R/Vm)'VmCx + > Ly (co + R/V/m)" ' o(0). o1

i=1
Then, by a similar argument as in Eq.(90), we can get

0(\%W<z+1>aa><w)> H

(14+1) W) =
oW = (=

I+1

< L (eo + R/Vm)'HmCx + Y Ly (o + R/v/m)™~ o (0).

I.5 Proof of Lemma [G.4]

Proof. When2 <[ <L, |a§l)| takes the following form:

o (g 3wt
=

Lo N~ ) (1-1)
Z Wik ay,

Vi

where we can see Y, Wi(,i)a,gl_l) ~ N(0, [|a1||?) since Wi(,i) ~ N(0,1) at initialization.
By the concentration inequality for Gaussian random variable, we have

Ly <= () (-1)
— Z Wi ay,
m k=1

l
e

< + 1o (0)],

Pla"| > In(m) + [o(0)]] < P > In(m)]

min? (m)

< 9¢ 2LZ[a0-D)2

D2
— Cy In" (M
— % ( )7

l m
for c{l) = FZ[alD[E = Q(1) by Lemma

When [ = 1, we have
<1 LW
o —Z Wlklxk>‘
Vi =

Lo = (1)
== Wilxk
a2

1
V| =

< + |o(0)].
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Similarly, at initialization, S>¢_, W "x;, ~ A(0, ||x|/2). Hence

d
L !
PlalM| > In(m) + |c(0)] < P || =Z W%, | > In(m
[la; | = In(m) + | (0)]] < \/a; i Xk | = In(m)
din? (m)
< 2¢ 2LZIxI?
_ 267c£¥0)1n2 (m)
where we denote ﬁ by C&O), which is of the order O(1).
Therefore, |az(l)| = O(1) with probability at least 1 — 2e=<t’0*(m) for all | € [L]. O
1.6 Proof of LemmalG.5
Proof. The expression of the derivatives b(") is
CH 1
b = ——(WINTe ) ) v, (92)
AL 7 7

where /(") is a diagonal matrix with each non-zero element (3'()),;; = o’ (6" (W)).
We prove the lemma by induction. When | = L, using Lemma|G.2} we have
1 1
b = — <
DO = vl <

bW < L7y + R/+/m)*~!*1. Then

(cov/m + R) = co + R//m. 93)

Suppose at [-th layer,

B = | =W )Tz Op0)

1
m
1
< — IO, 12D, ™
< \/FnH [[211Z7 |2 ™|
< (co + R/v/m)Ls| b
S Lg_l—H(Co—i-R/\/ﬁ)L_H_Q.

Above, we used Lemma and the L, -Lipschitz continuity of the activation function o(+) in the
second inequality.
Setting R = 0, we immediately obtain Eq.(64).

1.7 Proof of LemmalG.6

Proof. We prove it by induction. When [ = L, bgL) = \/—%vo. Since vo; ~ N(0,1), by the
concentration inequality, for every i € [m], we have

—1n2 (m)
2

P[|vo,| > In(m)] < 2e

—1n2(m)

By union bound, with probability at least 1 — 2me ™ 2z,
[Volleo < In(m),

in other words,
b oo = O(1//m).

Supposing with probability 1 — me=% 0*(m) for some constant ¢’ > 0, we have Hbél)Hoo =
O(1/+/m). Then we show ||b{ ™" ||oc = O(1/+/m) with probability 1 — me~c

constant cbl_1 > 0.

O}

1
'In*(m) for some
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For simplicity, in the rest of the proof, we hide the subscript 0. Hence we denote bglil) =

-1 -1 l
— 1 — 1-1)
b(l 1) (VV(l 1))TE/( b(l)
Vvm ’

where (W), ~ N(0,1).
Similarly, we analyze every component of b(~1):

|bl(-l71)| _ Z W[gi 1) / - Z (l 1) (l 2) b](cl)
vm V7=
1) (-1 (1-2) | 0 1, a2\ DYz
< E)% o ¢72y7 by’ + —foa; N w, by
k: VE) k=1
- Z:UIM wan<m>bm+ umX: w20
<| = v ¢
J#i k=1

For the first term, we use a Gaussian random variable to bound it:

m 2
Wi g W= b0 < Lo S a-np0 s (o Lo o2
ﬁZ Z < o 2o Wi el 7 (0, SO )

J#Z
Using the concentration inequality, we have

p[L

o Z Wéi—l)bg) >
vm i

) _ 1 1
for some ¢’ = 3260 > LI T 3wt by Lemma|G.5
For the second term, we have

-2 -1 ! -2 -1
mi ’Z Wi )>2b”< Bo a2 |0 o Z(Wéi 2,

k=1 k=1

3

1n2 (m
ln(m)] < 2 2L2 \\1()(1)>H2 < % fc(”ln (m)
s >

where we can see Zzl:l(W,gi_l))z ~ x%(m).

: 13 7c(l_2)1n2(m) (1-2) :
By Lemma , with probability 1 — e~ ,we get [a;~'| = O(1). Hence, by Lemma 1 in
[12]], there exist constants ¢q, ¢o, ¢3 > 0, such that

1 (1=2) | 1l (-2 - In®(m) _
— By \ b( ) o W g > < czm7
—Bolaz I qul)_c | =€
with probability 1 — me=¢ I (m) by the induction hypothesis.
Combining these probability terms, there exists a constant cl(ffl) such that

_c£171)1112(m) < me % (D1p2 (m) + 2 —('( Mn?(m) + % —(‘(l D1n?(m) + e—EQm.
(l 1)11r12(m)
Then with probability at least 1 —
(1-1)
bl = O(1/v/m).
By union bound, with probability at least 1 — me*Cy 1)1‘12(’”), we have

bVl = O(1/v/m).

Hence by the principle of induction, for all | € [L], with probability at least 1 — me ™ yn?(m) for

®

some constant ¢, ” > 0, we have

bO|0 = O(1//m). (94)
O
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1.8 Proof of Lemma [H.1]

Proof. Let A = (aj,aq, -+ ,a4) and C = (c1,Ca, -, Cq), Where each a; is a column of the matrix
A and each c; is a column of the matrix C. Then we have
a; = Bc;, Vi € [d]. (95)

Now, for the Frobenius norm, we have

d d d
1AIE =D llaill* = Y IBeill> < Y IBIPlleal® = IBIP(IC%-
i=1 i=1 i=1

Hence, | Al|r < || B||||IC||F-
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