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In this supplemental material, we briefly introduce three widely used stereo matching benchmarks,
provide details of the separate-search (§ 3.3 of the main manuscript) of the Feature Net and the
Matching Net, and show more qualitative results of our method on various datasets and screenshots
of benchmarks.

1 Benchmark Datasets

KITTI 2012 and 2015 datasets These two datasets are both real-world datasets collected from a
driving car. KITTI 2012 contains 194 training image pairs and 195 test image pairs. KITTI 2015
contains 200 stereo pairs for training and 200 for testing. The typical resolution of KITTI images is
376× 1240. For KITTI 2012, the semi-dense ground truth disparity maps are generated by Velodyne
HDL64E LiDARs, while for KITTI 2015, 3D CAD models for cars are manually inserted [1]. From
the training set, we use 180 images for training and 20 images for validation for KITTI 2015. For
KITTI 2012, we use 174 images from the training set for training and 20 from the training set for
validation. We use a maximum disparity level of 192 in this dataset. For both datasets, the ground
truth of test set benchmarks are withheld from the participating algorithms and all evaluations are
done online (where participants submit their results to be evaluated).

Middlebury 2014 dataset Middlebury 2014 contains 15 images for training and 15 images for
testing. Most of the stereo pairs are indoor scenes with handcrafted layouts. As a real-world dataset,
the ground truth disparities are captured by structured light with high density and at sub-pixel accuracy.
This dataset contains many thin objects and large disparity ranges. The full resolution of Middlebury
dataset is up to 3000×2000 with 800 disparity levels. Since it uses a bad-pixel-ratio with a threshold
of 0.5 pixels as a benchmark metric, it encourages the algorithms to have sub-pixel accuracy. Similar
to the KITTI datasets, the ground truth of the test set are withheld in the online benchmark.

2 Details of Separate-search

The Feature Net and the Matching net are closely connected: without the Matching Net, we could
not generate the final disparity map and the Matching Net depends on the features from the Feature
Net. In the separate-search scheme, we first search a Feature Net structure using our proposed feature
loss and then search the Matching Net structure along with the searched Feature Net. The proposed
feature loss provides a direct supervision on the Feature Net, allowing us to search it without the
Matching Net.

Let fL, fR : R3×H×W → Rc×H×W be the c-dimensional feature maps of the left and right images
with a resolution of H ×W . We construct a 3D cost volume by computing the inner product between
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each pixel in the left feature map fL with a set of disparity shifted right feature map fR. For pixel x
with a given disparity shift d ∈ {0, 1, 2, · · · , D}, the matching cost is computed as:

C(x, d) =< fL(x), fR(x− d) >, C ∈ RD×H×W , (1)

and the matching probability volume can be computed by applying a softmax operation to the cost
volume:

Ppred(p, d) = softmax (−C(p, d)) , (2)
The target of the Feature Net is to extract distinctive features, which means the matching probability
for each pixel should be unimodal rather than mutlimodal. To achieve this goal, we propose a direct
supervision on Ppred.

We first generate a ground truth unimodal matching probability volume Pgt: for each pixel, we create
a Laplace distribution with µ = dgt, b = 0.01, where µ is a location parameter, b is the diversity
and dgt is ground truth disparity. Therefore, we have two distributions, Ppred,Pgt. To evaluate the
differences between these two distributions, empirically we observed that the `2 loss works better in
comparison with popular choices like cross-entropy or focal loss [2] in our case.

Given the matching probability volume, we can also generate a disparity map using soft-argmin
operation dfeature =

∑D
d=0(d×Ppred(d)). Therefore, we add another disparity supervision in our

feature loss. Our overall feature loss is then written as:

Lfeature = ‖dfeature − dgt‖1 + λ ‖Ppred −Pgt‖22 , (3)

where dgt is the ground truth disparity map, and λ = 0.01.

3 Quantitative Results

We provide more qualitative results on the SceneFlow, KITTI 2012, KITTI 2015 and Middlebury
datasets in Figure 1 2 3 4, respectively. We notice that our method can successfully recover sharp
boundaries and thin objects structures.

Left image GT LEAStereo Error map

Figure 1: Qualitative comparison on the SceneFlow dataset.

4 Screenshots of KITTI and Middlebury Public Table

In Figure 5 6, we show the screenshots of LEAStereo on KITTI 2012, KITTI 2015 and Middlebury
2014 public tables respectively. Our method is ranked 1 on all benchmarks as of May 29th, 2020.
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Left image LEAStereo Error map

Figure 2: Qualitative results on KITTI 2012.

Left image LEAStereo Error map

Figure 3: Qualitative results on KITTI 2015.

Left image LEAStereo Left image LEAStereo

Figure 4: Qualitative results on Middlebury 2014 Benchmark.
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Figure 5: Screenshot of the KITTI 2012 and 2015 public table as of May 29th, 2020.

Figure 6: Screenshot of the Middlebury Stereo Evaluation - Version 3 as of May 29th, 2020.
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