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“A well-lit living space with wooden 
floors and a white ceiling, featuring an 

open doorway leading to a hallway. The 
room is furnished with a dining table and 

chairs. ” 

“A kitchen with white cabinets and black 
countertops. A well-lit room with white 
walls, wood floors, and a couch in the 

corner.”

“A well-lit room with wooden floors, and 
a door that leads to a dining area. The 

room is decorated with a vase of flowers 
and features a ceiling with a light fixture.” 

“A well-maintained room with white 
walls and wooden floors. The room 

features a brown carpet, a bed, and a 
wooden dresser. A bedroom with an open 

door leading to the hallway.”

Figure 1: DiffPano allows scalable and consistent panorama generation (i.e. room switching)
with given unseen text descriptions and camera poses. Each column represents the generated
multi-view panoramas, switching from one room to another.

Abstract

Diffusion-based methods have achieved remarkable achievements in 2D image or
3D object generation, however, the generation of 3D scenes and even 360◦ images
remains constrained, due to the limited number of scene datasets, the complexity
of 3D scenes themselves, and the difficulty of generating consistent multi-view im-
ages. To address these issues, we first establish a large-scale panoramic video-text
dataset containing millions of consecutive panoramic keyframes with corresponding
panoramic depths, camera poses, and text descriptions. Then, we propose a novel
text-driven panoramic generation framework, termed DiffPano, to achieve scalable,
consistent, and diverse panoramic scene generation. Specifically, benefiting from
the powerful generative capabilities of stable diffusion, we fine-tune a single-view
text-to-panorama diffusion model with LoRA on the established panoramic video-
text dataset. We further design a spherical epipolar-aware multi-view diffusion
model to ensure the multi-view consistency of the generated panoramic images.
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Extensive experiments demonstrate that DiffPano can generate scalable, consistent,
and diverse panoramic images with given unseen text descriptions and camera poses.
Code and dataset are available at https://zju3dv.github.io/DiffPano.

1 Introduction

Generating scenarios from the text descriptions that meet one’s expectations is an imaginative and
marvelous journey, which has many potential applications, such as VR roaming [62] for metaverse [67,
68, 69, 72], physical world simulation [2, 6, 14], embodied agents in scene navigation and manipula-
tion [75], etc. With the advent of the AIGC era, several works [8, 14, 20, 29, 42, 43, 48, 51, 52] on
object generation even scene generation has emerged. However, they generally only generate a series
of perspective images, making it impossible to comprehensively simulate the entire environment for
scene understanding [27, 19, 66] and reconstruction [3, 5, 65, 64, 30, 35, 34, 26, 21, 7, 12, 47, 49, 58].
Given this, some methods [70, 9] try to generate panoramas to solve these problems by taking
advantage of the inherent characteristics of panoramic images, which can capture the surrounding
environment with a single shot.

These methods can be roughly divided into four categories: 1) Directly single-view equirectangular
projection (ERP) panorama generation [70]. However, its camera is immovable, making it incapable
of scene exploration; 2) Multiple perspective views generation methods [20, 43, 48, 40] without
considering multi-view panorama generation. 3) The inpainting solutions are based on the infinite
expansion of a single perspective view, which lacks 3D awareness. Single scene optimization
methods [53] with inpainting have no generalization ability and cost too much time for optimization.
4) Directly extending the multiple perspective views generation methods [43] to the ERP panorama,
which is difficult to converge and results in poor multi-view consistency (see Fig. 5).

This paper aims to generate scalable and multi-view consistent panoramic images from text descrip-
tions and camera poses (see Fig. 1) with many potential applications such as immersive VR roaming
with unlimited scapes and preview for interior home design. However, achieving this goal is not
trivial. To the best of our knowledge, there is currently a lack of rich and diverse panoramic datasets
to meet the task of text-to-multi-view ERP panorama generation. To this end, we propose a novel
panoramic video-text dataset and a generation framework suitable for the text-to-multi-view panorama
generation task, advancing the development of this field. Specifically, we first establish a large-scale
panoramic video-text dataset using Habitat Simulator [41] (see Sec. 3), which contains millions of
panoramic keyframes and corresponding panoramic depths, camera poses, and text descriptions.
Next, built upon the proposed dataset, we propose a generation framework for consistent multi-view
ERP panorama generation (see Sec. 4), termed DiffPano. The DiffPano framework consists of a
single-view text-to-panorama diffusion model (see Sec. 4.1) and a spherical epipolar-aware multi-
view diffusion model (see Sec. 4.2). The single-view text-to-panorama diffusion model is obtained
by fine-tuning the stable diffusion model [38] of perspective images using LoRA [18]. Considering
that the single-view pano-based diffusion model cannot guarantee the consistency of generated multi-
view panoramas with different camera poses, we derive a spherical epipolar constraint applicable
to panoramic images, inspired by the perspective epipolar constraint. We then incorporated it as a
spherical epipolar-aware attention module (see Sec. 4.2) into the multi-view panoramic diffusion
model to ensure the multi-view consistency of the generated ERP panoramic images.

Since there are no related methods for comparison, we try to extend the MVDream method [43]
to generate multi-view ERP panoramas. Trained and tested on the proposed panoramic video-text
dataset, extensive experiments demonstrated that compared to the modified MVDream, our proposed
multi-view panorama generation based on spherical epipolar-aware attention can generate more
scalable and consistent panoramic images. Our method also demonstrates the generalization ability
of the original diffusion model to generate satisfactory multi-view ERP panoramas with given unseen
text descriptions and camera poses.

Our contributions can be summarized as follows: 1) To the best of our knowledge, we are the first
to propose a scalable and consistent multi-view panorama generation task from text descriptions
and camera poses. 2) We established a large-scale diverse and rich panoramic video-text dataset,
which fosters the research of text-to-panoramic video generation. 3) We propose a novel text-driven
panoramic generation framework with a spherical epipolar attention module, allowing scalable and
consistent panorama generation with unseen text descriptions and camera poses.
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2 Related work

2.1 Single-View Panorama Generation

Recently, latent diffusion model (LDM) methods have attracted widespread attention, and many
single-view panorama generation works [70, 48, 74, 24, 60, 56, 33, 54, 62] have emerged, achieving
remarkably impressive results. Among them, MVDiffusion [48] simultaneously generates eight
fixed-viewpoint perspective images through a multi-view Correspondence-Aware diffusion model and
stitches them together to produce a panorama. However, it cannot support the generation of top and
bottom views, and the generated panorama resembles wide-angle images with an extensive field of
view rather than true 360◦ images. Some methods [55, 13] solve this problem using equirectangular
projection (ERP) and try to facilitate the interaction between the left and right sides during the
panorama generation process to enhance the left-right continuity property inherent in ERP images.
To address the domain gap between panorama and perspective images, PanFusion [70] proposed a
novel dual-branch diffusion model that mitigates the distortion of perspective images projected on
panoramas while providing global layout guidance. However, its more complex model architecture
incurs longer inference times for panorama generation. In addition, PanFusion cannot be expanded
as an effective pre-trained model to the multi-view panorama generation task due to its excessive
network parameters. To strike a balance between computational complexity and ensuring left-right
continuity of panoramas, our proposed single-view panorama-based stable diffusion model only
requires fine-tuning with LoRA [18] to learn panoramic styles and achieve good edge continuity
while maintaining higher generation speed and simpler architecture.

The existing single-view panorama generation methods cannot achieve scalable panorama generation.
The core of our paper lies in the generation of multi-view consistent panoramic images, which we will
introduce in Section 2.2. More importantly, the single-view panoramic image generated by previous
methods mainly supports 3DoF roaming, while our method can generate multi-view panoramic
images for 6DoF roaming, which can serve as the inputs for 360◦ Gaussian Splatting [23] or 360◦
NeRF [10, 11]. Our method also has a great potential value in 360◦ relightable novel view synthesis
with the combination of 360◦ multi-view inverse rendering method [25].

2.2 Multi-View Image Generation

To the best of our knowledge, there is no work focusing on multi-view panorama generation. We
review the existing works about multi-view generation for perspective images in this part.

Zero123 [29] laid the foundation for 3D object generation based on multi-view generation, while
the pose-guided diffusion model [51, 40] explored consistent view synthesis of scenes. However,
iteratively applying the diffusion model to generate individual views in the multi-view generation
task may lead to poor multi-view consistency of generated images due to accumulated errors. To
generate high-quality multi-view images simultaneously, some methods [31, 43, 57, 32] modify the
UNets in the diffusion model into a multi-branch form and achieve the effect of generating consistent
multi-view images through the interaction between different branch.

Currently, most multi-view generation tasks focus on generating multi-view perspective images of
single objects [43, 61, 63, 28, 46, 45] or scenes [51, 15], while minimal research has been conducted
on multi-view panorama generation. Narrow FoV (field-of-view) drawbacks of perspective images
lead to the fact that the existing generation methods can only generate a very local region of the scene
at a time. Our work focuses on the task of exploring the generation of 360◦ images from multiple
different viewpoints. Due to the camera projection difference between panoramic and perspective
images, achieving consistency in multi-view panoramas is challenging. It is impossible to directly
apply the existing epipolar attention module [51, 20] to multi-view panoramas. We strive to derive
the spherical epipolar line formula for panoramic images and propose a spherical epipolar attention
module to ensure the multi-view consistency of the generated panoramas.

2.3 Panoramic Dataset

Great progress in text to single-view panorama generation has been witnessed. However, text-to-multi-
view panorama generation is still a blank slate. One of the main limitations of this task is the lack of
suitable datasets. The common panoramic datasets used in single-view panorama generation consist
of indoor HDR dataset [16], outdoor HDR dataset [71], HDR360-UHD dataset [9], Structured3D [73],
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View 1 : The ceiling in a 
bathroom.
View 2 : An empty room 
with a painting on the wall.
View 3 : A bedroom with 
beige walls and a white 
bed.
View 4 : A bedroom with 
tan walls and a carpeted 
floor.
View 5 : An empty room 
with white doors.
View 6 : The carpet in a 
bedroom.

LLM

Prompt: Given six text prompts that describe the 
appearance of a room ... Your task is to summarize 
these six given text prompts into a single caption 
that describe what the room looks like.  

A well-furnished bedroom with beige walls, a white 
bed, and a white wardrobe. The floor is carpeted. 
The room also features a painting on the wall and a 
white door. The ceiling is tan, and the carpet is soft 
and comfortable.

Panorama CaptionStitched Panorama and Depth  CubeMap Caption

BLIP2

...

Figure 2: Panoramic Video Construction and Caption Pipeline.

Standford 2D-3D-S [1], and Matterport3D dataset [4], etc. Most of these datasets are relatively
small in scale and only have single-view panoramas, which cannot support multi-view panorama
generation, except Matterport3D [4]. In addition, the sky box images in Matterport3D [4] contain
only sparse views. Although HM3D [37] provides the textured mesh of 1000 scenes, it lacks the
corresponding text description for each view. To generate multi-view panoramas, we render cube
maps at each viewpoint in the 3D meshes of HM3D, using the Habitat Simulator [41], and stitch them
into panoramas. We generate complete text descriptions corresponding to the panoramas by using
Blip2 [22] to create text descriptions for each face of the cube map separately, and then summarizing
them using Llama2 [50]. In this way, we obtain a panoramic video-text dataset that includes camera
poses, corresponding panoramas, and text descriptions of the panoramas, which facilitates subsequent
multi-view panorama generation tasks.

3 Panoramic Video-Text Dataset

Due to the lack of high-quality panorama-text datasets, most text-to-panorama generation tasks require
researchers to construct their own datasets. The dataset constructed in PanFusion [70] suffers from
blurriness at the top and bottom of the panoramic images, and the corresponding text descriptions
are not precise enough. To address these issues, we utilize the Habitat Simulator [41] to randomly
select positions within the scenes of the Habitat Matterport 3D (HM3D) [37] dataset and render the
six-face cube maps. These cube maps are then interpolated and stitched together to form panoramas
so we can obtain panoramas with clear tops and bottoms. To generate more precise text descriptions
for the panoramas, we first use BLIP2 [22] to generate corresponding text descriptions for each
obtained cube map, and then employ Llama2 [50] to summarize and receive accurate and complete
text descriptions. Furthermore, the Habitat Simulator allows us to render images based on camera
trajectories within the HM3D scenes, enabling the creation of a dataset that simultaneously includes
camera poses, panoramas, and corresponding text descriptions. This dataset will be utilized in the
multi-view panorama generation (see Sec. 4.2).

4 Proposed Method: DiffPano

DiffPano is capable of generating multi-view consistent panoramas conditioned on camera viewpoints
and textual descriptions, as illustrated in Fig. 1. In this section, we first introduce our single-view
panorama stable diffusion in Sec. 4.1. We then elaborate on how to extend single-view panorama
generation to multi-view consistent panorama generation by leveraging the spherical epipolar attention
module in Sec. 4.2.
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Figure 3: DiffPano Framework. The DiffPano framework consists of a single-view text-to-panorama
diffusion model and a spherical epipolar-aware multi-view diffusion model. It can support text to
single-view panorama or multi-view panorama generation.

4.1 Single-View Panorama-Based Stable Diffusion

A straightforward way to generate a single-view panorama from text is to train a text-to-panorama
diffusion model from scratch with a large number of text-panorama pairs, which is both time-
consuming and computationally expensive. However, stable diffusion [38] leverages a vast amount of
perspective images and their corresponding textual descriptions as training data, endowing it with
excellent prior knowledge of perspective images and strong text understanding capabilities. An
economical and effective way for panorama generation is to fine-tune the trained perspective diffusion
model with a few text-panorama pairs. To this end, panorama generation from text can be regarded as
a style transfer of images generated by stable diffusion, converting them from perspective style to
panoramic style, and requiring them to satisfy the left-right continuity property of panoramas.

LoRA-based fine-tuning Diffusion models for text-to-image generations possess excellent prior
knowledge of 2D images and strong text comprehension capabilities. We aim to preserve these
abilities of the model while fine-tuning it to generate images in the style of panoramas. We employ
the Low-Rank Adaptation (LoRA) [18] fine-tuning method, which has been previously used in large
language models. Compared to full fine-tuning, LoRA is faster and requires fewer computational
resources. In our approach, we freeze all the parameters of the original Stable Diffusion model and
add trainable layers to the UNet component using the LoRA fine-tuning method. We then train the
model using our custom-created panorama-text dataset. To improve the left-right continuity of the
generated images, we perform data augmentation on the panorama training dataset by randomly
concatenating a portion of the right side of the panorama to the left side. Experiments demonstrate
that the panoramas generated using this method exhibit satisfactory left-right continuity.

4.2 Spherical Epipolar-Aware Multi-View Diffusion

Built upon our proposed single-view panorama stable diffusion in Sec. 4.1, we extend the single-view
diffusion model to a multi-view diffusion model with a spherical epipolar-aware attention module to
generate multi-view scalable and consistent panoramas.

Spherical Epipolar-Aware Attention Module Epipolar attention was proposed in [20, 51] to
ensure consistency between generated multi-view perspective images. However, due to the differences
in imaging methods between perspective and panoramic views, existing epipolar attention cannot
be directly used for panoramic views. To overcome this challenge, we derived the epipolar line for
panoramic images in the equirectangular projection (ERP), and the specific proof process is provided
in Appendix A. Equation 14 shows the mathematical form of the spherical epipolar line in ERP
images. The spherical epipolar line is visualized in the spherical epipolar-aware attention module of
Fig. 3. We extend the principle of epipolar attention to panoramic images to implement the spherical
epipolar-aware attention module. Given a pixel p in the target view, we calculate its corresponding
spherical coordinates psphere based on the spherical projection process:
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θ = (0.5− xpix

W
) · 2π

ϕ = (0.5− ypix
H

) · π,
(1)

where xpix and ypix are the pixel coordinates of p, θ and ϕ are its corresponding spherical coordinates
and W and H are the resolutions of panorama. We then transform the spherical coordinate system to
the Cartesian coordinate system to obtain the camera coordinates pcamera corresponding to p :

xcam = cos(ϕ) · sin(θ)
ycam = sin(ϕ)

zcam = cos(ϕ) · cos(θ).
(2)

The camera coordinates of pcam are converted to world coordinates pworld through the camera’s pose
matrix. This allows us to compute the ray from the camera center to pworld in the world coordinate
system and construct the spherical epipolar attention module.

Given N feature maps F = Fi|1 ≤ i ≤ N corresponding to N panoramic images and their respective
camera pose matrices, we implement cross-attention between different views through the spherical
epipolar-aware module. During the generation process, each feature map in F can be considered as
the target view, and the K nearest views are selected from the remaining features as reference views.

For each feature point in the target view feature map, we uniformly sample S points on the ray
between the feature point and the camera. All sampled points are reprojected onto the feature maps
of the K reference views, and the corresponding feature values are obtained through interpolation.
We denote the features in the target view as q, and the features of all sampled points in the reference
views as k and v. The cross-attention is then constructed using these features.

Let pi be a feature point in the target view feature map Ft, and pi,j |1 ≤ j ≤ S be the S uniformly
sampled points on the ray between pi and the camera center. We reproject these points onto
the K reference view feature maps Frk |1 ≤ k ≤ K to obtain the corresponding feature values
fi,j,k|1 ≤ j ≤ S, 1 ≤ k ≤ K. The query qi, key ki, and value vi for the cross-attention mechanism
are defined as follows:

qi = Ft(pi), ki = fi,j,k|1 ≤ j ≤ S, 1 ≤ k ≤ K, vi = fi,j,k|1 ≤ j ≤ S, 1 ≤ k ≤ K. (3)

The cross-attention output oi for the feature point pi is computed as:

oi = Attention(qi, ki, vi) = softmax(
qik

T
i√
d
)vi, (4)

where d is the dimension of the query and key vectors.

Positional Encoding To enhance the model’s understanding of 3D spatial relationships between
different views, we follow EpiDiff [20] to employ the positional encoding method from Light Field
Networks (LFN) [44]. In the world coordinate system, let pi be a pixel in the target view, and oi and
di be the origin and direction of the ray between pi and the camera center, respectively. The Plücker
coordinates ri of the ray are computed as:

ri = (oi × di, di). (5)

For each sampled point pi,j on the ray, its corresponding spherical depth zi,j is transformed using
a harmonic transformation to get γz(zi,j). Similarly, the Plücker coordinates ri are transformed
as γr(ri).The positionally encoded features γr(ri) and γz(zi,j) are then concatenated to obtain the
combined positional encoding γ(ri, zi,j):

γ(ri, zi,j) = [γr(ri), γz(zi,j)]. (6)

The combined positional encoding γ(ri, zi,j) is then concatenated with the feature maps Ft and
Frk |1 ≤ k ≤ K to obtain the enhanced feature representations F̂ t and F̂ rk|1 ≤ k ≤ K:

F̂ t(pi) = [Ft(pi), γ(ri, zi,j)], F̂ rk(pi,j) = [Frk(pi,j), γ(ri, zi,j)], (7)
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where [·, ·] denotes concatenation. These enhanced feature representations are then used in the
cross-attention mechanism to improve the model’s understanding of 3D spatial relationships between
different views.

Two-Stage Training The main difference between panoramic images and perspective images is that
panoramic images contain 360◦ content of the surroundings, while perspective images only contain
content from a given viewpoint. Therefore, when the camera only rotates or translates by a small
amount, the corresponding content in the panoramic image hardly changes. To make the generated
multi-view panoramic images better match each corresponding text, we divide the training into two
stages. In the first stage, we use the selected dataset with almost no change in image content (small
camera movement) for training, which enhances the effect of the spherical epipolar-aware attention
module. In the second stage, we increase the camera movement distance between each viewpoint
and train with images that generate new content, improving the model’s ability to understand text
based on changes in perceived spatial location while ensuring multi-view consistency and enhancing
scalability.

5 Experiment

Dataset We leverage the Habitat Simulator [41] to render a panoramic video dataset based on the
Habitat Matterport 3D (HM3D) dataset [37]. The pipeline of dataset rendering and captioning is
shown in Sec. 3. After post-processing such as dataset filtering, we constructed 8,508 panorama-text
pairs as training sets for single-view panorama generation. For multi-view panorama generation, we
constructed 19,739 multi-view panorama-text pairs with nearly identical image content and 18,704
multi-view panorama-text pairs with different image contents as training sets. For specific details
regarding the dataset, please refer to Appendix B.

Implementation Details In the multi-view panorama generation, we simultaneously generate
N = 4 panoramas from different viewpoints. Within the spherical epipolar-aware attention module,
we consider the two nearest views to the target view as reference views, i.e., K = 3, and sample
S = 10 points along each ray. We conducted separate training for 100 epochs on datasets with almost
identical image content and datasets with varying image content. Please refer to Appendix C for
further implementation details.

Evaluation Metrics To evaluate the performance of our proposed single-view panorama-based
stable diffusion model, we employ three commonly used metrics: Fréchet Inception Distance
(FID) [17], Inception Score (IS) [39], and CLIP Score (CS) [36]. FID measures the similarity
between the distribution of generated panoramas and the distribution of real images. IS assesses
the quality and diversity of the generated panoramas. CS is utilized to evaluate the consistency
between the input text and the generated panoramas. To further evaluate the consistency of multi-view
panorama generation, we leverage the Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity
Index Measure (SSIM) [59] metrics. PSNR and SSIM quantify the pixel-level differences and
structural similarity between the generated views respectively.

5.1 Single-View Panorama Generation

Baselines We evaluate the performance of our proposed method by comparing it with the following
baseline approaches for text-to-panorama generation:

• Text2Light [9]is a two-stage approach that first generates a low-resolution panorama based
on the input text, and then expands it to ultra-high resolution.

• PanFusion [70]is a dual-branch text-to-panorama model that aims to mitigate the distortion
caused by projecting perspective images onto a panoramic canvas while providing global
layout guidance.

Since the panoramic images generated by MVDiffusion [48] do not include top and bottom viewpoints,
they are not complete panoramas. Therefore, we do not compare our method with MVDiffusion.
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Figure 4: Text to Panorama Comparison between TextLight, PanFusion, and Ours.

Table 1: Quantitative Panorama Comparisons with Baseline Methods
Method FID↓ IS↑ CS↑ Inference time(s)↓

Text2Light 76.50 3.60 27.48 50.4
PanFusion 47.62 4.49 28.73 27.6

Pano-SD(Ours) 48.52 3.30 28.98 5.1

Quantitative Results Table 1 presents the quantitative results. The FID, IS, and CS values of
Text2Light are from the PanFusion [70]. We trained our proposed Pano-SD using the same dataset as
PanFusion [70] and re-evaluated the performance of PanFusion. From the results, it can be observed
that our method slightly outperforms others in terms of CS value and achieves a significantly lower
FID value compared to Text2Light, which is close to PanFusion [70]. Moreover, due to the simplicity
and efficiency of our model architecture, our method has a substantial advantage in inference time,
which can significantly improve the efficiency of subsequent multi-view generation tasks.

Qualitative Results The qualitative comparison results are shown in Figure 4. We compare our
method with the two models trained on their respective datasets. The panoramas generated by
Text2Light exhibit poor left-right consistency. On the other hand, the panoramas generated by
PanFusion suffer from blurriness at the bottom and top regions, which affects the overall integrity of
the panoramas. In contrast, our model is capable of generating panoramas with clear bottom and top
regions and better left-right continuity. However, due to the quality of the dataset, the image quality
may be slightly inferior.

5.2 Multi-View Panorama Generation

To the best of our knowledge, there is no method for multi-view panorama generation, the existing
SOTA method MVDream for perspective images cannot be directly applied to multi-view panorama
generation. To verify the validity of our proposed spherical epipolar-aware attention module, we
adapted MVDream to the panorama generation task as a comparative baseline.

Specifically, we remove the spherical epipolar-aware attention module from our method and load
the pre-trained LoRA layers from Pano-SD. We then convert the 3D self-attention in the UNet to
the form used in MVDream [43]. Additionally, we transform the camera pose matrix into camera
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Table 2: User Study of Text to Multi-view Panoramas
Method Image quality↑ Image-text consistency↑ Multi-view consistency↑

MVDream 3.6 3.7 3.8

PanFusion 3.8 4.0 3.0

DiffPano(Ours) 4.0 4.2 4.3

Table 3: Ablation Study on the Number of Sampling Points and Reference Frames
FID↓ IS↑ CS↑ PSNR↑ SSIM↑ Inference time(s)↓

K = 1, S = 10 73.30 3.40 22.14 29.99 0.69 30.06
K = 2, S = 10 66.02 3.34 22.92 32.04 0.79 33.12
K = 3, S = 10 69.89 3.58 22.76 32.29 0.81 35.79

K = 4, S = 6 68.39 3.57 22.74 33.32 0.86 26.61
K = 4, S = 8 67.30 3.54 22.66 33.00 0.84 32.23
K = 4, S = 10 65.98 3.37 22.59 33.39 0.87 37.91
K = 4, S = 12 62.79 3.26 22.65 32.89 0.83 43.72

embeddings through a 2-layer MLP and add it as a residual to the time embeddings. The qualitative
comparison of the experiment is shown in Fig 5. Under the same training iteration, DiffPano
significantly outperforms MVDream [43] in terms of multi-view consistency. Our method can
maintain consistency in the details of multi-view images, while MVDream can only achieve a certain
level of similarity in the overall images. Even compared to MVDream with twice the number of
training iterations, our method still performs better in terms of consistency.

User Study We collected 20 text prompts and recruited nearly 50 volunteers to evaluate text-to-
multi-view panoramic image generation. Evaluation metrics of multi-view ERP panorama generation
include the quality of multi-view panoramic images, multi-view consistency, and the consistency
between the text and multi-view panoramas. Experimental results on Tab. 2 show that our method
can generate multi-view panoramic images with better quality, higher text and image similarity, and
more consistent multi-view images, compared with MVDream [43] and PanFusion [70]. See more
qualitative results in Fig. 6 to Fig. 10.

5.3 Ablation Study
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Figure 5: Comparisons with MVDream. DiffPano can generate more consistent multi-view
panoramas. "MVDream×2" denotes MVDream is trained with twice iteration number relative to our
method.
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Table 4: Ablation Study of One-Stage vs Two-Stage Training
FID↓ IS↑ LPIPS↓ PSNR↑ SSIM↑

One-stage 82.92 4.52 0.0454 31.64 0.74
Two-stage 74.08 3.13 0.0610 31.54 0.73

Number of Reference Views and Sample Points To explore the influence of varying numbers
of reference frames and sampling points on model performance, we generate 5-frame multi-view
panoramas simultaneously, and compute the FID, IS, and CS metrics for the first frame of each group
to assess the quality of the generated panorama under different quantities of reference frames and
sampling points. Furthermore, we set the same camera pose for the first and last frames of each
generated panorama group, and calculate the PSNR and SSIM values between these two frames to
evaluate the model’s multi-view consistency. As shown in Table. 3, increasing the number of reference
frames and sampling points can improve the quality of generated panoramas to a certain extent, but
the changes in image diversity and consistency with text remain marginal. With an increasing number
of reference frames and sampling points, the model’s consistency exhibits improvement, however,
when the number of sampling points becomes excessive (S=12), the multi-view consistency of the
model diminishes.

One-Stage vs Two-Stage We conduct ablation experiments on one-stage and two-stage training.
Table. 4 shows that the two-stage method will obtain the higher FID values. The IS of the two-stage
training method is lower, and the diversity is reduced to a certain extent, which is slightly worse than
the one-stage training. However, it should be noted that the images after one-stage training will have
ghosting, but the two-stage will not.

6 Conclusion

We have proposed the panoramic video-text dataset and panorama generation framework with spheri-
cal epipolar-aware attention for text-to-single-view or multi-view panorama generation. Extensive
experiments demonstrate that our method can achieve scalable, consistent, and diverse multi-view
panoramas.

Limitation and Future Work Although our method demonstrates the ability to generate consistent
multi-view panoramas under the same setting as the training phase, it is important to note that as the
number of frames increases during inference, the model tends to hallucinate content.

Exploring the use of video diffusion models to improve the consistency of generated multi-view
panoramas is a promising direction. Longer panoramic videos are expected to be realized based on
the generated panoramas as conditions.
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A Spherical Epipolar Line Computation

Given the pixel coordinates of a point in the panorama of the target view i, the corresponding epipolar
line in the panorama of the source view j can be calculated. First, according to Eq. ( 1), the camera
coordinates p in the target view i are computed. Based on the relative pose

{
Ri→j ,Ti→j

}
, p′ in the

source view j are calculated:

p′ = Ri→jp+Ti→j . (8)

Simultaneously, the coordinates o′ of the camera origin o = (0, 0, 0)T in the target view i projected
onto the source view j are computed:

o′ = Ri→jo+Ti→j . (9)

Then, we need to find the plane L containing the three points p′, o, and o′ in the camera coordinate
system of the source view j. The intersection of this plane with the spherical surface is the desired
epipolar line. The equation corresponding to plane L is:

AX +BY + CZ +D = 0. (10)

Substituting the coordinates of the three points into the equation yields the coefficients A, B, C, and
D:

A =
zo′ · yp′ − zp′ · yo′

xp′ · yo′ − xo′ · yp′
· C

B =
zo′ · xp′ − zp′ · xo′

yp′ · xo′ − yo′ · xp′
· C

D = 0.

(11)

To simplify the representation of the equation for plane L, we introduce new coefficients a1 and a2:

a1 =
zo′ · yp′ − zp′ · yo′

xp′ · yo′ − xo′ · yp′

a2 =
zo′ · xp′ − zp′ · xo′

yp′ · xo′ − yo′ · xp′
,

(12)

the equation of plane L can be simplified to:

a1X + a2Y + Z = 0. (13)

According to Eq.1 and Eq.2, the epipolar line equation in the source view j can be obtained:

ypix = H ·

arctan
a1 sin

(
2πxpix

W

)
− cos

(
2πxpix

W

)
a2

/π + 0.5

 , (14)

where xpix and ypix are the corresponding pixel coordinates.

B Experiment Details

Dataset Processing In single-view panorama generation, we select 100 scenes from HM3D [37]
and render cube maps from random viewpoints within each scene, which are then stitched into
panoramas through interpolation. However, due to the imperfect quality of the corresponding scene
meshes, which may have missing parts, we filter out images with a high proportion of zero-depth
values based on their corresponding depth maps, ultimately creating a dataset of 8,508 panoramas.
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Table 5: Quantitative Perspective Images Comparisons with Baseline Methods
Method FID↓ IS↑

MVDiffusion 188.16 1.82
PanFusion 213.19 2.61

Pano-SD(Ours) 164.75 1.96

In the multi-view panorama generation task, we render images based on camera trajectories across
scenes. To accommodate the first stage of training, we select camera trajectories with minimal changes.
In contrast, for the second stage, the dataset comprises panoramas with more significant camera
displacements between consecutive frames. Each training dataset consists of multiple panoramas,
their corresponding pose matrices, and text descriptions. To construct a multi-view panorama dataset
with nearly identical image content, we select the first few frames from each camera trajectory, as the
camera movement between these frames is minimal and they are captured within the same scene. For
datasets where the image content changes, the construction needs to be performed across the entire
camera trajectory. By projecting the panorama from the subsequent frame onto the viewpoint of the
previous frame using spherical projection, we compare the pixel value differences between the two.
If more than 40% of the pixel values differ, we consider new content to have been generated between
the two frames. After filtering, there are 19,739 data sets with nearly identical image content and
18,704 data sets with differing image content.

Compare with Baseline Methods

• Text2Light [9]: In the quantitative analysis, the FID, IS, and CS values are referenced from
the results reported in PanFusion[70], which were obtained by testing on the same dataset
after training. For the qualitative analysis, we directly employ their jointly trained model on
both indoor and outdoor datasets to generate LDR (low dynamic range) panoramas based on
text descriptions.

• PanFusion [70]: To compare the quality of the generated panoramas, we also train the
model using panoramas stitched from MP3D skybox images. We employ the same dataset
split and text descriptions as in [70], which includes 9,820 panoramas for training and
1,092 for evaluation. In the qualitative analysis, we use our own dataset constructed from
HM3D[37]. The panoramas in our dataset do not suffer from blurriness at the bottom and
top regions, but the overall image quality may be slightly lower.

Compare with MVDream We adopt the method from MVDream[43] by formatting the B ×
N × H ×W × C tensor input to the self-attention module as B × NHW × C. This allows the
model to simultaneously integrate features from all viewpoints during the self-attention computation,
thereby improving the consistency among the generated multi-view panoramas. However, since
MVDream is designed for multi-view image generation of objects, the camera pose matrices used
in their method only contain rotation information without translation. In contrast, when generating
camera embeddings, we use pose matrices that include both rotation and translation information,
which increases the learning difficulty for the model. This may be one of the reasons why using this
method does not yield particularly ideal results.

Transform Panoramas to Perspective Views We converted the generated panoramas into perspec-
tive images and conducted quantitative comparisons, shown in Tab. 5. Experiments show that our
method achieves the lowest FID, while our method is higher than MVDiffusion in IS and slightly
lower than PanFusion. It should be noted that MVDiffusion directly generates perspective images
and then stitches them into panoramas. It is not in the ERP format and does not have the top and
bottom parts. Our panorama generation speed is faster.
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B.1 Applications

B.1.1 Text to Single-View Panorama

B.1.2 Text to Multi-View Panoramas

DiffPano can generate panoramic video frames with large camera pose spans and multi-view consis-
tency based on diverse textual descriptions, thus achieving the effect of text-to-panoramic video, as
shown in the Fig.11.
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Figure 6: Qualitative Comparisons of Text to Panoramic Videos. Ours vs MVDream vs PanFusion.
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Figure 7: Qualitative Comparisons of Text to Panoramic Videos. Ours vs MVDream vs PanFusion.

C Network Architecture and Training Details

Network Architecture Our LoRA-based single-view panorama generation model produces panora-
mas with a resolution of 512×1024. In the multi-view panorama generation approach, we generate
continuous frames of panoramas with a resolution of 256×512. Generating multiple frames of
512×1024 resolution panoramas simultaneously would consume a significant amount of compu-
tational resources. Moreover, our experiments reveal that generating multi-frame high-resolution
panoramas requires an exceptionally long training time to improve the quality of the generated images.
The network architecture of our multi-view panorama generation model is shown in Table 6 and
Table7.

Training Details We fine-tuned the Stable Diffusion v1.5 model using the LoRA method for
single-view pano-based synthesis. The training was conducted on 6 A100 GPUs with 80GB memory
for 100 epochs (approximately 6.5 hours), with a learning rate of 1e-4 and a batch size of 6. For
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Table 6: Network architecture of DiffPano-1
Layer Output Additional Inputs

(1) Latent Map 4× 32× 64
(2) Conv. 320× 32× 64

CrossAttnDownBlock1

(3) ResBlock 320× 32× 64 Time emb.
(4) AttnBlock 320× 32× 64 Prompt emb.
(5) ResBlock 320× 32× 64 Time emb.
(6) AttnBlock 320× 32× 64 Prompt emb.
(7) DownSampler 320× 16× 32

CrossAttnDownBlock2

(8) ResBlock 640× 16× 32 Time emb.
(9) AttnBlock 640× 16× 32 Prompt emb.
(10) ResBlock 640× 16× 32 Time emb.
(11) AttnBlock 640× 16× 32 Prompt emb.
(12) DownSampler 640× 8× 16

CrossAttnDownBlock3

(13) ResBlock 1280× 8× 16 Time emb.
(14) AttnBlock 1280× 8× 16 Prompt emb.
(15) ResBlock 1280× 8× 16 Time emb.
(16) AttnBlock 1280× 8× 16 Prompt emb.
(17) DownSampler 1280× 4× 8

DownBlock

(18) ResBlock 1280× 4× 8 Time emb.
(19) ResBlock 1280× 4× 8 Time emb.

MidBlock

(20) ResBlock 1280× 4× 8 Time emb.
(21) EAModule 1280× 4× 8
(22) AttnBlock 1280× 4× 8 Prompt emb.
(23) ResBlock 1280× 4× 8 Time emb.

UpBlock

(24) ResBlock 1280× 4× 8 (19), Time emb.
(25) ResBlock 1280× 4× 8 (18), Time emb.
(26) ResBlock 1280× 4× 8 (17), Time emb.
(27) EAModule 1280× 4× 8
(28) UpSampler 1280× 8× 16

CrossAttnUpBlock1

(29) ResBlock 1280× 8× 16 (16), Time emb.
(30) AttnBlock 1280× 8× 16 Prompt emb.
(31) ResBlock 1280× 8× 16 (14), Time emb.
(32) AttnBlock 1280× 8× 16 Prompt emb.
(33) ResBlock 1280× 8× 16 (12), Time emb.
(34) AttnBlock 1280× 8× 16 Prompt emb.
(35) EAModule 1280× 8× 16
(36) UpSampler 1280× 16× 32
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Figure 8: Qualitative Comparisons of Text to Panoramic Videos. Ours vs MVDream vs PanFusion.
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Figure 9: Qualitative Comparisons of Text to Panoramic Videos. Ours vs MVDream vs PanFusion.

multi-view panoramas generation, we conducted training on 8 80G A100 GPUs with a batch size of 1
and a learning rate of 1e-5. Each GPU utilized approximately 50% of its memory. The two-stage
training process involved 100 epochs for each stage, with a total training time of approximately 5
days.

D Societal Impact

Since our method can achieve scalable, consistent, and diverse multi-view panoramas, it has many
potential applications, such as unlimited room roaming in VR, interior design preview, embodied
intelligent robot exploration, etc.
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Figure 10: Qualitative Comparisons of Text to Panoramic Videos. Ours vs MVDream vs PanFu-
sion.

“A spacious house with wooden paneling 
features a stairway, and multiple doors 

leading to various rooms. A cozy wooden 
house with a stairway leading up to the 

second floor, surrounded by wood floors 
and adorned with a picture on the wall.”  

“A kitchen with white ceiling, hardwood 
floors, black cabinets and stainless steel 

appliances. A kitchen with black cabinets, 
hardwood floors, and a stove, connected 

to a another room with wood floors.”

“A spacious living room with a brown 
couch, a TV, and a desk. A well-

furnished room with a painting, and an 
open door, featuring a couch, desk, and 

TV on the wall, with a carpet.” 

“A bedroom with hardwood floors, a ceiling 
fan, a bed, and a TV on the wall, featuring 
white wall and brown floor. A two-story 

house with a small stairway, hardwood floors, 
and an open doorway leading to a bedroom.”

Figure 11: Qualitative Results of Text to Panoramic Videos. DiffPano can generate scalable and
consistent panorama videos.
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“A remodeled garage with a door open, 
displaying a cluttered space filled with 
various items on the walls. A well-lit 

hallway with a door and various 
furniture. ”  

“A living room with white walls and a white 
door. The room is furnished with red leather 

couches and a TV mounted on the wall. A 
spacious room with hardwood floors, a kitchen 
and dining area, and an old-fashioned touch.”

“A cozy room with wooden floors and a 
sliding glass door. The room is well-lit with 

a sink and wooden furniture. A cozy 
bedroom with wooden floors anda large 
bed. The room is furnished with a rug.” 

“A living area with a high ceiling, a light fixture, 
and a kitchenette. The room is furnished with a 

dining table and chairs and a painting on the 
wall, featuring a living room and dining room 

combination, and a white couch.”

Figure 12: Qualitative Results of Text to Panoramic Videos. DiffPano can generate scalable and
consistent panorama videos.

“A home office with a large desk, 
bookshelves, hardwood floors and a 
comfortable chair. A hallway with 

hardwood floors, leading to a home office 
with a large desk and bookshelves.”  

“A bedroom with a bed, and a dresser, 
featuring a window with curtains and 

blinds and a TV on top of the dresser.A 
cozy bedroom with a bed, dresser, and 
TV, surrounded by a brown carpet.”

“A cozy living room with a purple couch, 
a fireplace, and a rug. The ceiling has a 
light on it. A living room with a white 

staircase, wooden floors, a couch, and an 
open door that leads to another room.” 

“A small room with a wooden door and a 
bed, featuring a white wall with a picture. 
A spacious room with a carpeted floor, a 

hallway leading to a bedroom with 
wooden doors and a comfortable bed.”

Figure 13: Qualitative Results of Text to Panoramic Videos. DiffPano can generate scalable and
consistent panorama videos.
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Table 7: Network architecture of DiffPano-2
Layer Output Additional Inputs

CrossAttnUpBlock2

(37) ResBlock 640× 16× 32 (11), Time emb.
(38) AttnBlock 640× 16× 32 Prompt emb.
(39) ResBlock 640× 16× 32 (9), Time emb.
(40) AttnBlock 640× 16× 32 Prompt emb.
(41) ResBlock 640× 16× 32 (7), Time emb.
(42) AttnBlock 640× 16× 32 Prompt emb.
(43) EAModule 640× 16× 32
(44) UpSampler 640× 32× 64

CrossAttnUpBlock3

(45) ResBlock 320× 32× 64 (6), Time emb.
(46) AttnBlock 320× 32× 64 Prompt emb.
(47) ResBlock 320× 32× 64 (4), Time emb.
(48) AttnBlock 320× 32× 64 Prompt emb.
(49) ResBlock 320× 32× 64 (2), Time emb.
(50) AttnBlock 320× 32× 64 Prompt emb.
(51) EAModule 320× 32× 64

(52) GroupNorm 320× 32× 64
(53) SiLU 320× 32× 64
(54) Conv. 4× 32× 64

23



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims stated in the abstract and introduction accurately reflect the
contributions and scope of our paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: This paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the information for reproducibility.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will open source the code and data after the paper is accepted.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We describe all the implementation details in the Experiment chapter.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our method requires a large amount of graphics cards and resources.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the graphic card used and training time in Experiment chapter.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that our research adheres to all aspects of the NeurIPS Code of
Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential societal impacts in the supplementary material.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not generate any pretrained models or image generators that may be
misused.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have ensured that all assets used in our research are properly credited to
their original creators.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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