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Abstract

We study fairness in social influence maximization, whereby one seeks to select
seeds that spread a given information throughout a network, ensuring balanced
outreach among different communities (e.g. demographic groups). In the literature,
fairness is often quantified in terms of the expected outreach within individual
communities. In this paper, we demonstrate that such fairness metrics can be
misleading since they overlook the stochastic nature of information diffusion
processes. When information diffusion occurs in a probabilistic manner, multiple
outreach scenarios can occur. As such, outcomes such as “In 50% of the cases, no
one in group 1 gets the information, while everyone in group 2 does, and in the
other 50%, it is the opposite”, which always results in largely unfair outcomes,
are classified as fair by a variety of fairness metrics in the literature. We tackle
this problem by designing a new fairness metric, mutual fairness, that captures
variability in outreach through optimal transport theory. We propose a new seed-
selection algorithm that optimizes both outreach and mutual fairness, and we show
its efficacy on several real datasets. We find that our algorithm increases fairness
with only a minor decrease (and at times, even an increase) in efficiency.

1 Introduction

Problem Description. Social networks play a fundamental role in the spread of information, as in
the context of commercial products endorsement [17], job vacancy advertisements [3], public health
awareness [27], etc. Information, ideas, or new products can either go viral and potentially bring
significant changes in a community or die out quickly. In this context, a fundamental algorithmic prob-
lem arises, known as Social Influence Maximization (SIM) [11, 12]. SIM studies how to strategically
select a pre-specified small proportion of nodes in the social network – the early adopters or seeds –
so that the outreach generated by a diffusion process that starts at these early adopters is maximized.
Consider, for example, a product endorsement campaign: the early adopters are strategically selected
users who receive the product first to promote it to their friends, who in turn may or may not adopt
it. The optimal selection of early adopters is known to be an NP-hard problem [11]. Thus, many
heuristic strategies have been proposed, based on iterative processes such as greedy algorithms or on
network centrality measures. However, all these algorithms purely rely on the graph topology and are
agnostic to users’ demographics, which raises significant fairness concerns, especially in contexts
of health awareness campaigns, education, and job advertisements, where one wants to ensure an
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equitable spreading of information. Indeed, real-world social networks are populated by different
social groups based on gender, age, race, geography, etc., with different group sizes or connectivity
patterns. Ignoring these aspects and focusing only on the outreach maximization process usually
leads to the early adopters being the most central nodes. Consequently, low-interconnected minorities
are often neglected from the diffusion process, thus causing fundamental inequity in the information
propagation and biases exacerbation [10, 25].

Related Work. The problem of SIM was first introduced in 2003 in Kempe et al. [11], where the
problem of optimally selecting a (limited) set of early adopters was proved to be NP-hard. The study
of SIM under fairness guarantees has a more recent history [5]. Several multiple group-level fairness
metrics have been proposed over the years [6]. They fall under the notions of equity [23, 9, 10],
equality [6], max-min fairness [7, 30], welfare [16], and diversity [25]: all of them quantify the
fair distribution of influence across groups. In particular, Stoica et al. [23] propose a new SIM
algorithm that operates under the constraint that, in expectation, the same percentage of users in
each category is reached. Junaid et al. [9] optimize outreach under fairness and time constraints, by
ensuring that the expected fraction of influenced nodes in each group is the same within a prescribed
time deadline. Farnadi et al. [6] propose a unifying framework that encodes all different definitions
of fairness in the SIM process as constraints in a linear program that optimizes outreach. Several
other works [7, 30] adopt a max-min strategy. Specifically, in Fish et al. [7] fairness is ensured by
maximizing the minimum probability of a group receiving the information through modifications
of the greedy algorithm. Zhu et al. [30] ensure that the outreach contains a pre-specified proportion
of each group in a population. Finally, Tsang et al. [25] optimize outreach under the constraint that
no group should be better off by leaving the influence maximization process with their proportional
allocation of resources done internally. All these definitions involve a marginal expected value of
fairness in groups, without considering the correlations – or other higher-order moments – for the
joint probability distribution of different groups adopting the information (see Farnadi et al. [6] for
an overview). In contrast, our work introduces a novel formalism for taking into account the actual
joint distribution of outreach among groups, thus considering all groups simultaneously, highlighting
limitations of various fairness metrics and developing a new seed selection policy that strategically
extracts and optimizes our proposed notion of fairness. To conclude, our work is inspired by a recent
line of work that draws on optimal transport theory [28] for fairness guarantees [2, 4, 21, 29, 20, 24].
To our knowledge, this is the first work to develop novel metrics and seeding algorithms that leverage
optimal transport for the SIM problem.

Motivation. Many models of diffusion processes in the SIM problem are inherently stochastic,
meaning that who gets the information transmitted can vary greatly from one run to another. Consider,
as an example, the case in which 50% of realizations over a diffusion process, no one in group 1
receives the information and everyone in group 2 does, whereas in the other 50% it is the opposite.
This circumstance would be classified as fair in expectation, even though it is commonly not perceived
as “fair”. We show how this phenomenon is common in real-world data and how our proposed
framework can detect such undesired scenarios. This prompts us to study a novel fairness metric.

Contributions. Our main contribution is twofold: first, we propose a new fairness metric based
on optimal transport, called mutual fairness, and second, we propose a novel seeding algorithm that
optimizes for both the group-wise total outreach (termed efficiency) and fairness. Our proposed
fairness metric provides stronger fairness guarantees, and it reveals and overcomes known limitations
of various other fairness metrics in the literature. Specifically, we leverage optimal transport theory
to build mutual fairness, a metric that accounts for all groups simultaneously in terms of the distance
between an ideal distribution where all groups receive the information in the same proportion. We
leverage our proposed mutual fairness metric to provide a unifying framework that classifies the most
celebrated information-spreading algorithms both in terms of fairness and efficiency. All algorithms
are tested on a variety of real-world datasets. We show how our approach unveils new insights into the
role of network topology on fairness; in particular, we observe that selecting group-label blind seeds
in networks with moderate levels of homophily induces inequality in information access. In contrast,
very integrated or very segregated networks tend to have quite fair and efficient access to information
across different groups upon greedy seedset selection. We then extend our mutual fairness metric
to also account for efficiency, thus introducing the notion of β-fairness, with β being the tuning
parameter for the fairness-efficiency trade-off. Finally, we design a new seedset selection algorithm
that optimizes over the proposed β-fairness metric and enhances fairness with either a small trade-off
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or even improved efficiency. This novel approach provides a comprehensive evaluation and design
tool that bridges the gap between fairness and efficiency in SIM problems.

2 Preliminaries

Notation. Given m ∈ N, we let [m] denote the interval of integers from 1 to m. We denote by G
a network, considered undirected, and by (Ci)i∈[m] the m groups of different sensitive attributes.
In this paper, we consider m = 2 groups, noting that our framework is easily generalizable to more
groups as discussed in Appendix B. We denote by ϕG(S) the influence function of a seedset S over
a network G, through some diffusion process. In other words, ϕG(S) determines the set of nodes
reached by the seedset under a diffusion process. Then, |ϕG(S)| is often referred to as the outreach,
a measure of efficiency for the selection of a seedset S. Under a stochastic diffusion process (e.g.,
independent cascade, linear threshold model, etc.), |ϕG(S)| is a random variable, for which we
are interested in the expected value and distribution. For a particular outreach, we define the final
configuration at the end of a diffusion process as follows.

Definition 2.1 (Final configuration) For a network G with two communities (Ci)i∈[2] and a seedset
S, we let xi, i ∈ [2], denote the fraction of nodes in each community in the outreach ϕG(S). The final
configuration is the tuple (x1, x2).

In many definitions in the literature, fairness is operationalized by measuring the expected value of
the final configuration, where the expectation is taken over the diffusion process. In particular, the
equity definition introduced by Stoica et al. [23], Junaid et al. [9] checks that the expected value of the
proportions of each group reached in the outreach is the same for all groups. For a formal definition
of equity and other fairness definitions in the literature, see Appendix A. We will show that relying
solely on the expected value leads largely unfair outcomes to be classified as fair.

3 Mutual Fairness via Optimal Transport

In contrast to the literature, we propose using the joint outreach probability distribution, instead of its
marginals, to capture simultaneous outreach between the two groups and therefore address questions
like (i) When group 1 receives the information, will group 2 also receive it? (ii) Even if the two
groups have the same marginal outreach probability distributions will the final configuration always
be fair? We argue that capturing these aspects is crucial for understanding and assessing fairness, as
shown in the motivating example below.

Notation. We collect the output of the information-spreading process via a probability distribution
γ ∈ P([0, 1]× [0, 1]) over all possible final configurations. Informally, γ(x1, x2) is the probability
that a fraction x1 of group 1 receives the information and a fraction x2 of group 2 receives the
information; e.g., γ(0.3, 0.4) represents the probability that 30% of group 1 and 40% of group
2 receive the information. We can marginalize γ to obtain the outreach probability distributions
associated with each group; i.e., µ1 ∈ P([0, 1]) and µ2 ∈ P([0, 1]). Informally, we can write
µ1(x1) =

∑
x2

γ(x1, x2). As in the example above, µi(0.3) is the probability that 30% of group i
receives the information.

Motivating Example. Consider the SIM problem with nodes belonging to two groups, C1 and C2,
each group having the outreach probability distribution µi =

1
2δ0+

1
2δ1, i ∈ {1, 2}, with δk represent-

ing the delta distribution at k ∈ [0, 1]. That is, in 50% of the cases all members in group i receive the
information (i.e., we get xi = 1.0) and in 50% of the cases no one in group i receives the information
(i.e., we get xi = 0.0). It is therefore tempting to say that this setting is fair since µ1 and µ2 coincide
and therefore share the same expected value. We argue that this information does not suffice to claim
fairness. Indeed, consider the two following probability distributions over the final configurations:

γa = 0.5 · δ(0,0) + 0.5 · δ(1,1), γb = 0.25 · δ(0,0) + 0.25 · δ(1,1) + 0.25 · δ(0,1) + 0.25 · δ(1,0),

with δ(i,j), representing the delta distribution at (i, j) ∈ [0, 1]2. Interestingly, both γa and γb are
“compatible” with µ1 and µ2: If we compute their marginals, we obtain µ1 and µ2. However, γa
and γb encode two fundamentally different final configurations. In γa, the percentage of members
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Figure 1: Illustration of the (γa,γb) example.
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Figure 2: The transportation cost measures the
length of the solid segment; shifts along the diag-
onal (dotted) are not considered for fairness and
are only relevant for efficiency.

of group 1 who get the information always coincides with the percentage of people of group 2. Con-
versely, in γb, more outcomes are possible; in particular, there is a probability of 0.25 + 0.25 = 0.5
that all members of one group receive the information and no member of the other group receives
it (see Fig. 1). Thus, from a fairness perspective, γa and γb encode very different outcomes. We
therefore argue that a fairness metric should be expressed in terms of joint probability distribution
γ, and not solely based on its marginals µ1 and µ2, as commonly done in the literature [23, 9].

3.1 A Fairness Metric Based on Optimal Transport

Our motivating example prompts us to reason about fairness in terms of the joint probability measure
γ, instead of its marginal distributions µ1 and µ2. Since γ is a probability distribution (over all
possible final configurations), we can quantify fairness by computing its “distance” from an “ideal”
reference distribution γ∗ along the diagonal, capturing the ideal situation in which both groups receive
the information in the same proportion. We do so by using tools from optimal transport.

Background in optimal transport. For a given (continuous) transportation cost c : ([0, 1]×[0, 1])×
([0, 1] × [0, 1]) → R≥0, the optimal transport discrepancy between two probability distributions
γa ∈ P([0, 1]× [0, 1]) and γb ∈ P([0, 1]× [0, 1]) is defined as

Wc(γa, γb) = min
π∈Π(γa,γb)

E(x1,x2),(y1,y2)∼π, [c((x1, x2), (y1, y2))], (1)

where Π(γa, γb) is the set of probability distributions over ([0, 1]× [0, 1])× ([0, 1]× [0, 1]) so that
the first marginal is γa and the second marginal is γb. Intuitively, the optimal transport problem
quantifies the minimum transportation cost to morph γa into γb when transporting a unit of mass from
(x1, x2) to (y1, y2) costs c((x1, x2), (y1, y2)). The optimization variable π is called transportation
plan and π((x1, x2), (y1, y2)) indicates the amount of mass at (x1, x2) displaced to (y1, y2). Thus,
its first marginal has to be γa(x1, x2) (that is, (x1, x2) has to be transported to some (y1, y2)) and its
second marginal must be γb(y1, y2) (that is, the mass at (y1, y2) has to arrive from some (x1, x2)).
If the transportation cost c is chosen to be a p ≥ 1 power of a distance d, then (Wdp(·, ·))1/p is a
distance on the space of probability distributions. When the probability distributions are discrete (or
the space [0, 1] is discretized), the transportation problem (1) is a finite-dimensional linear program
and can therefore be solved efficiently [15].

Our proposed fairness metric. To operationalize the optimal transport problem (1), we therefore
need to define (i) a transportation cost and (ii) a reference distribution γ∗. To define the transportation
cost, we start with the following two considerations. First, moving mass along the diagonal should
have zero cost, as it does not affect fairness but only efficiency (the proportion of population reached
in respective groups). Second, moving mass orthogonally towards the diagonal should come at a
price, since the difference in group proportion outreach between groups 1 and 2 decreases. We
quantify this price as the Euclidean distance. This is illustrated in Fig. 2, which shows how the joint
distribution captures unfairness, by depicting the percentage outreach in each group on each axis;
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thus, the diagonal represents a “fair” line, where the probability of reaching a particular outreach
percentage is the same for both groups.

These two insights suggest decomposing the distance between the initial configuration (x1, x2) (e.g.,
belonging to γa) and (y1, y2) (e.g., belonging to γb) into two components: one capturing efficiency
and the other one being the fairness component (see Fig. 2). Since the aim of our metric is to measure
fairness, we therefore obtain the transportation cost

c((x1, x2), (y1, y2)) = ∥z(x1, x2, y1, y2)− (x1, x2)∥ =
√
2

2
|(x2 − x1)− (y2 − y1)|, (2)

where z(x1, x2, y1, y2) is the point indicated in green in Fig. 2 and ∥·∥ is the standard Euclidean
norm. Thus, the “fairness distance” between two distributions γa and γb can be readily quantified
by Wc(γa, γb). Since moving mass along the diagonal is free, we quantify the fairness of a given
γ as its “fairness distance" from the “ideal” distribution γ∗ = δ(1,1), which represents the case where
all members of both groups receive the information. We can now formally introduce our proposed
fairness metric.

Definition 3.1 (Mutual Fairness) Given a network with communities (Ci)i∈[2], a SIM algorithm is
said to be mutually fair if the algorithm propagation is such that it maximizes

FAIRNESS(γ) := 1−
√
2Wc(γ, γ

∗),

where Wc(γ, γ
∗) is the optimal transport discrepancy, defined with the transportation cost (2),

between the probability distribution γ and the desired probability distribution γ∗ defined as in (1).

The mutual fairness from Definition 3.1 can be seen as a normalized expression of Wc(γ, γ
∗) to

contain its values in [0, 1]. Indeed, its lowest value is 0 and it is achieved with γ = δ(0,1), for which
is Wc(γ, γ

∗) = 1; its largest value is 1 and it is achieved with γ = γ∗, for which Wc(γ
∗, γ∗) = 0.

Since γ∗ is a delta distribution, we can solve the optimal transport problem (1) in closed form to

FAIRNESS(γ) = 1−
√
2Wc(γ, γ

∗) = E(x1,x2)∼γ

[
1− |x1 − x2|

]
,

which reduces to FAIRNESS(γ) = 1 − 1
N

∑N
i=1 |x1,i − x2,i| when the distribution γ is empirical

with N samples {(x1,i, x2,i)}i∈[N ]. In particular, our fairness metric can also be interpreted in terms
of the average distance between the outreach proportions within the two groups.

Discussion. We note that, while we considered two groups in the aforementioned definition, our
methodology readily extends the setting with m groups. We present this extension in Appendix B. Sec-
ond, since moving mass “diagonally” is free, any distribution γ∗ supported on the diagonal yields the
same fairness metric. In practice, it is often not the case that all network members receive the informa-
tion, and the best one could hope for is to project γ onto the diagonal; since moving along the diagonal
is free, the fairness cost is the same whether the ideal distribution is that projection or γ∗. Moreover,
it is easy to see that the “fairness distance” is symmetric, namely Wc(γa, γb) = Wc(γb, γa). Finally,
our definition readily extends to any other distance function besides the standard Euclidean metric.

Back to the motivating example. Armed with a definition of fairness that captures the nature of a
diffusion process, we now revisit the motivating example in Fig. 1. To start, we evaluate the “fairness
distance” between γa and γb:

Wc(γa, γb) =
1

4
·
√
2

2
+

1

4
·
√
2

2
=

√
2

4
,

which amounts to the cost of transporting the points (0, 1) and (1, 0), each with weight 1/4, to
the diagonal. Notably, in contrast to simply computing the expected outreach of each group, our
fairness metric distinguishes the two outcomes. Similarly, we can easily compute the fairness metric:
FAIRNESS(γa) = 1 and FAIRNESS(γb) = 0.5. In particular, γa achieves the highest fairness score.
Indeed, its outcome will always be fair. Instead, FAIRNESS(γb) achieves a lower fairness score,
capturing the fact that in 50% of the cases the outcome is perfectly fair, while in the remaining 50%
it is largely unfair.

5



3.2 Mutual Fairness in Practice

We now investigate the use of our newly defined fairness metric across a variety of real-world datasets:
Add Health (AH), Antelope Valley variants 0 to 23 (AV_{0-23}) [26], APS Physics (APS) [13], Deezer
(DZ) [19], High School Gender (HS) [14], Indian Villages (IV) [1], and Instagram (INS) [22]. Each
dataset contains a social network with a chosen demographic partitioning the population into two
groups (see Appendix C for details). We load the datasets as graphs G(V,E). We then select a seedset
S of size 2-90 (depending on the dataset) using the following heuristics: two group-agnostic seed
selection strategies as our baselines, namely degree centrality (bas_d), and greedy (bas_g), proposed
by Kempe et al. [11]. In addition, we implement two fair seed selection heuristics based on the equity
metric, namely degree-central fair heuristic (hrt_d), and greedy fair heuristic (hrt_g), proposed
by Stoica et al. [23]. To model the information spread, we use the Independent Cascade model (IC)
for the diffusion of information [11] with a probability p ∈ [0, 1] for all edges. This process, being
stochastic, is simulated R times in a Monte Carlo sampling process to achieve R final configurations
(Definition 2.1) plotted together as a joint outreach distribution, in Fig. 3. Then we apply our
distribution-aware notion of fairness from Section 3.1, mutual fairness. We keep R = 1, 000
throughout, but explore several values in p, |S| (mentioned per experiment in the figures below) and
exhaustively recorded with other hyperparameters in Appendix D. All details related to computational
resources and development environment are available in Appendix G. The code for all our numerical
experiments is available at https://github.com/nicolaslanzetti/fairness-sim-ot.

Are the outcomes fair? As a first experiment, we study the joint outreach probability distribution
for different datasets. We identify four qualitatively different outcomes, shown in Fig. 3 for a few
of the datasets. Additional experiments with different propagation probability and seed selection
strategies can be found in Appendix D. Fig. 3a is obtained on AH with bas_g selection strategy and
p = 0.5, |S| = 10. We note how the joint outreach distribution is almost concentrated on the top
right of the plane, i.e., the outcome is almost deterministic and highly fair and efficient. In turn, this
trivializes both the expected value in the equity metric and the cost in the mutual fairness metric in
Definition 3.1, which therefore essentially boils down to comparing the almost deterministic outreach
fraction within each group. In these cases, our fairness metric does not provide additional insights.
Such deterministic outcomes are typical of degree or greedy seedset outreach in dense graphs, such as
AH, DZ, INS (refer to Appendix D), with extreme probability of conduction (p ≥ 0.5 or p→ 0), and
cross-group interconnectivity (see Table 1 in Appendix C). For moderate p (e.g., 0.1), the outreach
probability distribution is concentrated along the diagonal (Fig. 3b). Thus, both the equity metric and
our fairness measure are maximal. Nonetheless, our fairness metric provides additional insights: not
only does the expected outreach within each group coincide, but also the outreach at every realization
coincides (see the example in Section 3). Thus, our fairness metric provides a stronger certificate of
fairness. As before, the same applies to AH, DZ, INS (see Appendix D). Intuitively, high cross-group
interconnectivity in a dense graph already ensures fairness. Additionally, extreme p values ensure
deterministic outreach (either the information dies out at the seedset, or reaches everyone in the
population). When propagation happens with moderate propagation probabilities, p, outreach appears
as in Fig. 3b. Fig. 3c represents APS for its hrt_g seedset outreach and p = 0.3, |S| = 6. Here, we
observe a highly stochastic outcome, with many realizations for which almost no member of one
group receives the information. Note that the phenomenon observed in Fig. 3c is the same as the
one captured by our motivating example. We argue such an outcome should not be classified as
fair, despite the expected value of the proportions being similar. Finally, Fig. 3d shows the AV_0
dataset with p = 0.3, |S| = 4, and bas_g selection strategy. We observe a more stochastic outreach
compared to Fig. 3b with variance spread along, but not on the diagonal, with a small bias towards
one group. Also in this case, both the equity and mutual fairness metrics characterize this outcome as
fair, but mutual fairness is more informative as it requires outcomes to be fair at each realization.

The impact of the conduction probability. As a second experiment, we investigate the difference
between mutual fairness and equity (difference in the expected value of the proportions), as a
function of the conduction probability p. We consider the IV dataset as a case study and select seeds
using bas_g. We show our results in Fig. 4. Our mutual fairness metric in Definition 3.1 shows a
fundamentally different trend compared to the equity metric from Definition A.3. Importantly, for
p ∈ (0, 0.5), both metrics have an opposite trend: equity fairness increases to some extent whereas
our metric suggests a significant fall in fairness in this region. For p ∈ (0.5, 0.7), there is a decrease
in equity fairness, while our fairness evaluation remains relatively constant. We notice similar trends
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Figure 3: Joint outreach probability distribution for different datasets, different propagation probabili-
ties p, and seedsets cardinalities |S|.
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Figure 4: Mutual fairness (left, red) and equity (right, blue) for the IV dataset as p varies in [0, 1].

for both metrics only for p ∈ (0.8, 1.0). The significant difference in the trend of the two metrics
confirms our previous finding that mutual fairness is more informative than the equity metric and that
the equity metric fails to adequately capture changes in fairness, see Sections 3.1 and 3.2. For more
experiments on other datasets, we refer to Appendix D.2.

3.3 Trading off Fairness and Efficiency

To construct our fairness metric, we completely discarded the efficiency of the final configuration. For
instance, the “fairness distance” between a configuration whereby no agent receives the information
(i.e., γ = δ(0,0)) and the “ideal” configuration whereby everyone receives the information (i.e., γ∗) is
zero, as both probability distributions lay on the diagonal. As such, the fairness score of γ = δ(0,0) is
1 and therefore maximal. Thus, in practice, one seeks a fairness-efficiency tradeoff.

In our setting, we can easily introduce the tradeoff in the transportation cost (2). Specifically, we can
define the transportation cost as a weighted sum of the “diagonal distance” (measuring the difference
in efficiency, dotted segment in Fig. 2) and the “orthogonal distance” (measuring the difference in
fairness, solid segment in Fig. 2). Formally, for a given weight β ≥ 0, the transportation cost reads
cβ((x1, x2), (y1, y2)) = β∥z(x1, x2, y1, y2)− (x1, x2)∥+ (1− β)∥z(x1, x2, y1, y2)− (y1, y2)∥

= β

√
2

2
|(x2 − x1)− (y2 − y1)|+ (1− β)

√
2

2
|(x1 + x2)− (y1 + y2)|. (3)

We refer to Fig. 5 for a heatmap of cβ . In particular, for β = 1, we recover the transportation
cost (2); for β = 0 one optimizes for efficiency, and the β-fairness collapses in the classical influence
maximization problem. We can then proceed as in Section 3.1. The “β-fairness-efficiency distance”
between γa and γb is Wcβ (γa, γb) and the β-fairness metric can be then defined as follows.

Definition 3.2 (β-Fairness) Consider a network with groups C1, C2, a SIM algorithm is said to be
β-fair if the algorithm propagation is such that it maximizes

β−FAIRNESS(γ) := 1−
√
2

max{1, 2− 2β}
Wcβ (γ, γ

∗), (4)
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Figure 5: Cost of transporting a point (x1, x2) to the “ideal” point (1, 1) (i.e., everyone receives the
information) for various values of β (i.e., we plot (x1, x2) 7→ cβ((x1, x2), (1, 1))). Yellow denotes a
low transportation cost, whereas dark blue denotes a large cost.

with Wcβ (γ, γ
∗) defined as in (1) with transportation cost as in (3) and ideal distribution γ∗ = δ(1,1).

The terms 1 and
√
2/max{1, 2 − 2β} in (4) ensure that the metric is non-negative and in [0, 1].

Again, the optimal transport problem can be solved in closed form, which yields

β−FAIRNESS(γ) = E(x1,x2)∼γ

[
1− β|x1 − x2|+ (1− β)|x1 + x2 − 2|

max{1, 2− 2β}

]
.

In particular, for β = 1, we recover the mutual fairness FAIRNESS(γ) in Definition 3.1 and for β = 0

we obtain the efficiency metric E(x1,x2)∼γ [1− |x1+x2−2|
2 ].

4 Improving Fairness

4.1 Fairness-promoting Seed-selection Algorithm

Armed with a novel fairness metric, β−FAIRNESS, we now design an iterative seed-selection
algorithm, which we call Stochastic Seedset Selection Descent (S3D), that strategically selects seeds
taking into account all communities simultaneously. The pseudo-code is summarized in Algorithm 1.
For its motivation and details, refer to Appendix E. For a given initial seedset, our algorithm explores
new seeds and evaluates them on the efficiency-fairness metric β−FAIRNESS as in (4) for a desired
value of the fairness-efficiency tradeoff parameter β (S3D_STEP() in Appendix E), to decide if
the new seedset becomes a candidate for the optimized seedset. These seeds are searched for by
iteratively sampling stochastically reachable nodes, up to a fixed depth, taken as a fraction of the
graph diameter, from the current seedset (SEEDSET_REACH() in Appendix E) while making sure
they contribute to a non-overlapping outreach (Algorithm 1::6-8). To avoid local minima of the
generally non-convex objective, the procedure allows for visiting inferior seedsets on β−FAIRNESS
or even selecting completely random ones on rare occasions (Algorithm 1::12-18) using Metropolis
Sampling [18]. Otherwise, a high β−FAIRNESS encourages opting for the new seedset with high
probability. Finally, we revisit all the seedset candidates collected so far and pick the one with the
largest β−FAIRNESS as the optimal seedset. For a sparse graph G(V,E), with E = O(V ), choosing
|S| seeds, averaging over R realizations to approximate outreach via Monte-Carlo sampling and
exploring k candidates using S3D_STEP suggests a total running time upper bound of O(kR|S||V |)
(see Appendix E for details). In practice, k ∈ [500, 1000], R = 1000 for S ∈ [2, 100] works well for
all datasets.

4.2 Real-world Data

Are the outcomes more fair? We test our algorithm across a variety of datasets (Appendix C)
against our baselines (bas_d, bas_g). We initialize the S3D algorithm with the two baseline seedsets
and hence include results from two separately optimized seedsets, S3D_d, S3D_g. Our results are
shown in Fig. 6. Informally, we observe that our seed-selection mechanism “moves” the probability
mass of the joint outreach probability distribution towards the diagonal, which ultimately increases the
fairness of the resulting configuration. At the same time, efficiency either increases as well or suffers
only a small decrease, as we investigate more in detail in our next experiment. Generally, datasets
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Algorithm 1 Stochastic Seedset Selection Descent
Input: Social Graph G(VG, EG), initial seed set S0, β fairness weight, ϵ-tolerance
Output: Optimal seedset S∗

1: S ← {}, S ← S0 ▷ initial collection of candidates, running seedset
2: for k iterations do ▷ configurable k
3: VS ← nodes reachable from S via cascade, using SEEDSET_REACH routine
4: S′ ← {}
5: for |S| iterations do ▷ searching nearby states, VS′ , to get S′ (Appendix E.3)
6: S′ ← S′ ∪ {v} | v ∼ VS

7: VS′ ← nodes reachable from S′ in a fixed horizon, using SEEDSET_REACH
8: VS ← VS \ VS′

9: ES ← −BETA_FAIRNESS(S, β) ▷ expected potential energy defined on β-fairness
10: ES′ ← −BETA_FAIRNESS(S′, β)
11: paccept ← min{1, eES−ES′} ▷ S′ acceptance on energy minimization
12: if x ∼ B(paccept) then ▷ Metropolis sampling
13: S+ ← S′ ▷ get a better seedset
14: else
15: if x ∼ B(ϵ) then ▷ for some small constant ϵ

16: S+ ← {vi}|S|
i=1

|S|∼ VG ▷ random seedset
17: else
18: S+ ← S ▷ retain existing choice
19: S ← S ∪ {S+}
20: S ← S+ ▷ for next iteration
21: S∗ ← S ∈ S | BETA_FAIRNESS(S, β) is maximum ▷ via S3D_ITERATE
22: return S∗
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Figure 6: Demonstrate S3D (red) improvement over its label-blind baseline counter-part initializations
(blue) for several datasets, propagation probabilities p, seed set cardinalities |S| and fairness-efficiency
tradeoffs β. Fig. 6d provides the strongest evidence that, besides improving in fairness, our strategy
can also be more efficient, from 83.1% to 87.9%.

with high cross-group connections (AH, DZ, INS) yield moderately fair outreach with label-blind
seed selection. Similarly, for datasets with low cross-group connections (APS) a label-blind strategy,
in order to maximize efficiency, selects a diverse population of seeds from which all communities are
reached. Therefore, label-blind algorithms work similarly to S3D. In other moderate cases (AV, HS,
IV), instead, we observe significant improvements of S3D over label-blind strategies.

Classification of seed-selection algorithms. In our final experiments, we compare several
algorithms along with ours in terms of efficiency and mutual fairness across various datasets (see
Appendix C). We consider the following algorithms: bas_d, bas_g, their fair heuristic counterparts,
hrt_d, hrt_g, against our S3D_d, S3D_g, initialized via greedy and degree centrality baseline
seeds, respectively. We show our results in Fig. 7. S3D achieves in almost all cases the highest

9



0 0.1 0.2 0.3 0.4

0.8

0.9

1

Efficiency

M
ut

ua
lf

ai
rn

es
s

APS, p = 0.3
|S| = 6, β = 0.8

0.2 0.25 0.3 0.35
0.85

0.9

0.95

1

Efficiency

M
ut

ua
lf

ai
rn

es
s

AV_0, p = 0.3
|S| = 4, β = 0.8

0.06 0.08 0.1
0.9

0.92

0.94

0.96

0.98

1

Efficiency

M
ut

ua
lf

ai
rn

es
s

HS, p = 0.01
|S| = 10, β = 0.5

0.8 0.82 0.84 0.86 0.88 0.9
0.9

0.92

0.94

0.96

0.98

1

Efficiency

M
ut

ua
lf

ai
rn

es
s

HS, p = 0.5
|S| = 6, β = 0.8

Figure 7: S3D trade-off and improvement against other label-aware and label-blind algorithms for
several datasets, propagation probabilities p, seed set cardinalities |S| and fairness-efficiency tradeoffs
β. Filled markers refer to greedy-based algorithms: ■ = bas_g, = S3D_g, and ♦ = hrt_g. Empty
markers refer to degree-based algorithms: □ = bas_d, # = S3D_d, and ♢ = hrt_d. For statistical
bounds, we refer to Appendix F.

fairness score (y-axis) and generally a slightly lower efficiency score (x-axis), compared to others.
Thus, our seed-selection mechanism leads to fairer outcomes with only a minor decrease in efficiency.

The impact of the network topology. To conclude, we discuss the impact of the network topology.
In particular, when the conduction probability is moderate, network topology starts playing a role,
mainly through the number of cross-group edges (CE):

CE% is small (∼ 5%, APS): Such datasets encode group interaction information in the edges them-
selves, that is, an edge likely means nodes belong to the same group. In such cases, baseline
greedy algorithms (bas_g) already perform well as they rely only on edge connectivity. In such
circumstances, S3D does not significantly improve on their selection, both in efficiency and fairness.

CE% is balanced (40-50%, HS, AH): These datasets reflect that groups interact well across each
other and so any seedset selection largely ends up in a fair outreach. Since bas_g already has proven
near-optimal efficiency guarantees, it is unlikely that S3D performs significantly better than bas_g.

CE% is moderate (5-30%, AV (datasets 0, 2, 16, 20), IV): These are the non-trivial cases not
covered above. Here bas_g can not reliably leverage the existence of edges into group information.
Hence, S3D usually outperforms the baseline, achieving similar efficiency scores while significantly
improving fairness.

CE% is high (>50%): The case where nodes interact more across groups than in their group was
never observed. However, as long as the existence of edges does not reliably signal group information,
we expect S3D to perform well based on a similar analysis.

Moderate outreach in dense graphs (INS, DZ): For graphs where |E| substantially exceeds |V |, the
outreach variance across sample sub-graphs is too low to be captured in the discretized space we
experimented (100×100 units in [0, 1]2), even for moderate p. This leads to single-point concentrated
joint-distribution plots, all of them leading to the same β−FAIRNESS.

5 Conclusions and Limitations

Conclusions. We propose a new fairness metric, called mutual fairness, in the context of SIM.
Mutual fairness draws on optimal transport and captures various fairness-related aspects (e.g., when
members of group 1 receive the information will members of group 2 receive it?) that are obscure to
the fairness metrics in the literature. We also leverage our novel fairness metric to design a new seed
selection strategy that tradeoffs fairness and efficiency. Across various real datasets, our algorithm
yields superior fairness with a minor decrease (and in some cases even an increase) in efficiency.

Limitations. Our proposed algorithm, S3D, is essentially a random combinatorial search in the
graph defining the social network. As such, its performance will generally depend on the quality of
the seedset initialization. Moreover, there is no guaranteed bound on the number of iterations needed
in S3D to achieve a desired level of fairness. Both aspects can be limiting in real-world applications.
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A Existing Fairness Metrics

Definition A.1 (Expected outreach ratio) Given a network with communities C1, . . . , Cm, the SIM
algorithm expected outreach ratio in Ci, x̄i, is the expected ratio of nodes reached in Ci, namely

x̄i :=
E[|{v reached |v ∈ Ci}|]

|Ci|
, ∀i ∈ {1, . . . ,m}.

Definition A.2 (Equality [23]) Given the groups C1, . . . , Cm, a configuration is said to be equal, if
the SIM algorithm chooses a seed set S in a way such that the proportion of all communities in the
seed set is the same, namely

E[|{v ∈ S|v ∈ Ci}|]
|Ci|

=
E[|{v ∈ S|v ∈ Cj}|]

|Cj |
∀i, j ∈ {1, . . . ,m}.

The notion of equality focuses on the fair allocation of seeds to the groups proportional to the size
of the group within the population. This notion of fairness applies, for example, in the context of
advertising companies that aim at having a fair distribution of resources among groups.

Definition A.3 (Equity [23]) Given a network with communities C1, . . . , Cm, a SIM algorithm that
selects a seedset S is said to be equitable if the algorithm propagation reaches all communities in a
balanced way, i.e. x̄i = x̄j for all i, j ∈ {1, . . . ,m}.

The notion of equity focuses on the outcome of the diffusion process, e.g. independent cascade, linear
threshold model and it is suitable in contexts in which one aims to reach a diverse population in a
calibrated way.

Definition A.4 (Max-min fairness [6]) Given the groups C1, . . . , Cm, the max-min fairness
criterion maximizes the minimum expected outreach ratio among all groups, namely
maxmini∈{1,...,m} x̄i.

The goal of the maxmin fairness is to minimize the gap among different groups in the outreach. The
SIM problem under maxmin constraints has been investigated in [6, 7, 30].

Definition A.5 (Diversity [6]) Given the groups C1, . . . , Cm, let ki =
⌈
k · |Ci|

|V |
⌉
, where k is the

pre-specified total seed budget. Let x̄∗
i (Ci) := maxS⊂Ci:|S|=ki

x̄i. A configuration is said to be
diverse if for each i ∈ {1, . . . ,m} it holds x̄i ≥ x̄∗

i (Ci), where x̄i refers to the expected outreach
ratio in Ci obtained from the seed set S, with |S| = k.

The notion of diversity ensures that each group receives influence at least equal to their internal
spread of influence. The SIM problem under diversity constraints has been investigated in [6, 25].

B Extension to Multiple Groups

In this section, we extend our definitions of mutual fairness and β-fairness to the setting of m groups.
To do so, we first notice that, in the case of m groups, the outreach distribution is a probability
distribution γ on the hypercube [0, 1]m; i.e., γ now lives in P([0, 1]m).

We start with the definition of mutual fairness. We proceed as in Section 3.1 and define mutual fairness
via optimal transport, which, in turn, requires defining a reference distribution and a transportation
cost. The reference distribution is again the “ideal” distribution γ∗ = δ(1,...,1) which encodes the
case in which all members of all groups receive the information. As for the transportation cost, it
suffices to generalize the transportation cost (2) to an m dimensional space. Specifically, it can be
defined as the distance between any given point (x1, . . . , xm) ∈ [0, 1]m in the hypercube and the
diagonal line. For this, let

z(x1, . . . , xm) = argmin
z=(y,...,y),y∈[0,1]

∥(x1, . . . , xm)− z∥

=
x1 + . . .+ xm

m
(1, . . . , 1)
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be the closest point to (x1, . . . , xm) on the diagonal. Then, the transportation cost can be defined as
in (2) and the fairness metric reads

FAIRNESS(γ) = 1− αE(x1,...,xm)∼γ [∥z(x1, . . . , xm)− (x1, . . . , xm)∥]

= 1− αE(x1,...,xm)∼γ

[
min

z∈[0,1]
∥(x1, . . . , xm)− (z, . . . , z)∥

]
,

where the constant α > 0 is again chosen so that FAIRNESS(γ) is between 0 and 1. Note that in the
case of two groups, we have z = 1

2 (x1 + x2) and

min
z∈[0,1]

∥(x1, . . . , xm)− (z, . . . , z)∥ =
√
2

2
|x1 − x2|,

which is precisely the mutual fairness of Definition 3.1.

We now turn our attention to β-fairness. We can proceed analogously and obtain

β−FAIRNESS(γ) = 1− αE(x1,...,xm)∼γ [β∥z(x1, . . . , xm)− (x1, . . . , xm)∥
+ (1− β)∥z(x1, . . . , xm)− (1, . . . , 1)∥],

where α > 0 is again chosen to normalize the metric. Again, in the case of two groups, we have
z = 1

2 (x1 + x2) and so

β−FAIRNESS(γ) = 1− αE(x1,...,xm)∼γ

[
β

√
2

2
|x1 − x2|+ (1− β)

√
2

2
|x1 + x2 − 2|

]
,

which coincides with Definition 3.2.

We conclude with two remarks on this extension to m groups. First, as in the case of two groups, there
is no need to numerically solve optimal transport problems, as we provide a closed-form expression
for the optimal transport problems. Second, we highlight that our extension to m groups does not
resort to the so-called multi-marginal optimal transport problem, which might cause exponential
complexity in the dimensionality.

C Description and Properties of Datasets

To associate the notion of fairness developed in Sections 3.1 and 3.3 with the datasets and the
outcomes from experiments in Sections 3.2 and 4.2, we summarize the dataset statistics in Table 1.
Minority % is calculated as the percentage of the minority group nodes in the entire population.
Fraction of Cross Edges evaluates heterophily in the dataset, by calculating the fraction of edges that
connect different groups. A higher value means a more heterophilic network, whereas a lower value
means a more homophilic network.

Add Health (AH). The Add Health dataset consists of a social network of students in schools and
a relation between them is represented by whether they nominated each other in the Add Health
surveys. We select a school at random with 1, 997 students and use race as the sensitive attribute
(white and non-white).2

Antelope Valley (AV), [26]. We choose 4 random networks among the 24 available in the Antelope
Valley dataset to compare our fairness-improving algorithm, S3D, against [26], which worked on the
same dataset. We also run our baselines and other fair seed selection heuristics from [23] on these
datasets to get a fair comparison. The two sensitive attribute groups are male and female, self-reported
in the dataset with binary attributes.

2The Add Health project is funded by grant P01 HD31921 (Harris) from the Eunice Kennedy Shriver National
Institute of Child Health and Human Development (NICHD), with cooperative funding from 23 other federal
agencies and foundations. Add Health is currently directed by Robert A. Hummer and funded by the National
Institute on Aging cooperative agreements U01 AG071448 (Hummer) and U01AG071450 (Aiello and Hummer)
at the University of North Carolina at Chapel Hill. Add Health was designed by J. Richard Udry, Peter S.
Bearman, and Kathleen Mullan Harris at the University of North Carolina at Chapel Hill.
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Dataset # Nodes # Edges Avg. Degree Diameter Minority % Frac. Cross Edges

AH 1997 8523 8.54 10 34.6 0.452

AV_0 500 969 3.87 12 49 0.189
AV_2 500 954 3.81 14 49.6 0.183
AV_16 500 949 3.8 13 47.6 0.210
AV_20 500 959 3.84 15 48.4 0.198

APS 1281 3064 4.78 26 31.8 0.056

DZ 18442 46172 5.00 25 44.4 0.476

HS 133 401 6.03 10 40.6 0.394

IV 90 238 5.29 13 26.7 0.265

INS 553628 652830 2.36 16 45.6 0.417
Table 1: Summary statistics of datasets used.

APS Physics (APS), [13]. The APS citation network contains 1, 281 nodes, representing papers
written in two main topics: Classical Statistical Mechanics (CSM), constituting 31.8% of the papers,
and Quantum Statistical Mechanics (QSM), accounting for the rest. As Lee et al. [13] analyze,
the dataset has high homophily, meaning that each subfield cites more papers in its own field than
in the other field. For simplicity, we use only the largest connected component in the full dataset
(component stats in 1) between the two groups, for this study.

Deezer (DZ), [19]. A social network from Europe with 18, 442 nodes, where each node has a
self-reported attributed gender (male or female). Men are the minority (44.3%) and women are the
majority (55.6%). The dataset has moderate homophily.

High School (HS), [14]. A high school friendship network collected from Mastrandrea et al. [14],
with 133 nodes in its main connected component represented by students who self-identify as male
or female. The majority are female (60%), and the network is homophilic.

Indian Villages (IV), [1]. The dataset contains different demographic attributes for the individual
networks and the household networks collected in 77 Indian villages, from which we select Mother-
tongue (Telugu or Kannada) as the sensitive attribute. We note that most villages contain a majority
mother tongue, either Telugu or Kannada. We pick a random village with 90 individuals for our study.

Instagram (INS), [22]. An interaction network from Instagram containing 553, 628 nodes, where
everyone has a labeled gender (45.57% men and 54.43% women). Each edge between two users
represents a ‘like’ or ‘comment’ that one user gave another on a posted photo. The dataset has
moderate homophily.

D Details on the Experiments and Extended Results

We use R = 1000 throughout our experiments. For the outreach, we discretize the space
[0, 1] × [0, 1] into 100 × 100 equal sized bins. For S3D (refer to Appendix E), we use
constants, exploit_to_explore = 1.3, non_acceptance_retention_prob = 0.95, and
shallow_horizon = 4.

D.1 Outreach Distribution

We report additional experiments in Figs. 8 to 11.
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Figure 8: Outreach distribution.
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Figure 9: Outreach distribution.
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Figure 10: Outreach distribution.
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Figure 11: Outreach distribution.
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D.2 The Impact of the Conduction Probability for Various Dataset

We report additional experiments in Figs. 12 and 13.
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Figure 12: Part 1: Different definitions of fairness VS conduction probability on an outreach
distribution created by the bas_g or bas_d heuristic.
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Figure 13: Part 2: Different definitions of fairness VS conduction probability on an outreach
distribution created by the bas_g heuristic.
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D.3 Fairness-Efficiency performance of seedset selection algorithms

We report more experiments in Fig. 14.

0.1 0.12 0.14 0.16 0.18 0.2
0.96

0.97

0.98

0.99

1

Efficiency

Fa
ir

ne
ss

AH, p = 0.1
|S| = 10, β = 0.8

0.94 0.94 0.95 0.95 0.96
0.98

0.99

0.99

1

1

Efficiency

Fa
ir

ne
ss

AH, p = 0.5
|S| = 10, β = 0.8

0 0.1 0.2 0.3 0.4

0.8

0.9

1

Efficiency

Fa
ir

ne
ss

APS, p = 0.3
|S| = 6, β = 0.5

0.1 0.2 0.3 0.4

0.8

0.9

1

Efficiency

Fa
ir

ne
ss

APS, p = 0.3
|S| = 6, β = 0.8

0.2 0.25 0.3 0.35
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

AV_0, p = 0.3
|S| = 4, β = 0.8

0.06 0.08 0.1

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

AV_2, p = 0.2
|S| = 4, β = 0.5

0.06 0.08 0.1

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

AV_2, p = 0.2
|S| = 4, β = 0.8

0 0.02 0.04 0.06 0.08 0.1

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

AV_16, p = 0.1
|S| = 10, β = 0.8

0.6 0.65 0.7 0.75 0.8
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

AV_20, p = 0.5
|S| = 15, β = 0.8

0.06 0.08 0.1 0.12 0.14
0.99

1

Efficiency

Fa
ir

ne
ss

DZ, p = 0.1
|S| = 90, β = 0.8

0.06 0.08 0.1
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

HS, p = 0.01
|S| = 10, β = 0.5

0.8 0.82 0.84 0.86 0.88 0.9
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

HS, p = 0.5
|S| = 6, β = 0.8

0.06 0.08 0.1 0.12 0.14
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

HS, p = 0.1
|S| = 4, β = 0.8

0 0.02 0.04 0.06 0.08 0.1
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

IV, p = 0.1
|S| = 2, β = 0.5

0 0.02 0.04 0.06 0.08 0.1
0.9

0.92

0.94

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

IV, p = 0.1
|S| = 2, β = 0.8

0.46 0.48 0.5 0.52 0.54

0.96

0.98

1

Efficiency

Fa
ir

ne
ss

INS, p = 0.5
|S| = 28, β = 0.8

Figure 14: S3D trade-off and improvement against other label-aware and label-blind algorithms.
Filled markers refer to greedy-based algorithms: ■ = bas_g,  = S3D_g, and ♦ = hrt_g. Empty
markers refer to degree-based algorithms: □ = bas_d, # = S3D_d, and ♢ = hrt_d.

E Details on the Algorithm

E.1 Pseudocode

We provide more details on our algorithm, S3D, in two routines, Algorithm 2 and Algorithm 3.
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Algorithm 2 Seed Selection Stochastic Descent (S3D) Step: Pseudo Code

1: function SEEDSET_REACH(seedset,G,p,horizon) ▷ nodes reached from seedset until
horizon

2: realizations← 1000 ▷ for MCMC sampling, configurable
3: reach← []

4: while realizations do
5: reach← reach+ INDEPENDENT_CASCADE(seedset, G, p, horizon) ▷ collect

nodes reached
6: realizations← realizations− 1

7: return reach ▷ repetition of nodes reached

8: function S3D_STEP(seedset, G, p, fair_to_efficacy) ▷ each step yields a new seedset
9: exploit_to_explore← 1.3 ▷ experimentally chosen, configurable

10: non_acceptance_retention_prob← 0.95 ▷ prob. of retaining set
11: max_horizon← GET_DIAM(G)
12: horizon_factor← max_horizon/4 ▷ limit runtime
13: shallow_horizon← max_horizon/horizon_factor
14: num_seeds← len(seedset)
15: seedset← DISTINCT(seedset)
16: seedset← FIT_TO_SIZE(seedset, num_seeds) ▷ fit to size with random nodes
17: reach← SEEDSET_REACH(seedset, G, p, max_horizon)
18: candidate_set← [SAMPLE(reach, 1)] ▷ get first in candidate seedset
19: while num_seeds do
20: last_seed← candidate_set[−1] ▷ get latest seed
21: ▷ remove shallow reach of last seed from current reach
22: reach← reach− SEEDSET_REACH([last_seed], G, p, shallow_horizon)
23: candidate_set← candidate_set+ [SAMPLE(reach, 1)] ▷ extend new seedset
24: num_seeds← num_seeds− 1

25: curr_score← -BETA_FAIRNESS(seedset, fair_to_efficacy)
26: candidate_score← -BETA_FAIRNESS(candidate_set, fair_to_efficacy)
27: ▷ Metropolis Sampling
28: energy_change← curr_score− candidate_score
29: accept_prob← CLIP(exp(exploit_to_explore ∗ energy_change), [0, 1])
30: nonce_1← U(0, 1)
31: if nonce_1 < accept_prob then
32: return candidate_set ▷ get a better seedset
33: else
34: nonce_2← U(0, 1)
35: if nonce_2 < non_acceptance_retention_prob then
36: return seedset ▷ retain existing choice
37: else
38: random_set← SAMPLE(G.nodes, num_seeds)
39: return random_set ▷ completely random selection rarely

E.2 Estimating Runtime

We estimate the running time of Algorithm 2 and 3 combined. For the S3D_STEP, lines 9-13 are
constant operations and comprise dataset properties. Lines 14-15 cost O(|S|). FIT_TO_SIZE can
cost up to O(|S| log |V |) for sampling new |S| nodes. SEEDSET_REACH does repeated BFS, and so
costs O(R(|V |+ |E|)). Lines 19-24 cost as follows,

O((|S − 1|)(RdDmax
avg +R|V |+ logR|V |))

where davg is the average degree of the graph, and Dmax is the largest diameter of the graph. The
first term here upper bounds the max computation in BFS for Dmax horizon. Other terms follow
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Algorithm 3 S3D Iteration: Pseudo Code

1: function S3D_ITERATE(seedset, G, p, fair_to_efficacy, num_iters)
2: least_score_seedset← seedset
3: least_score← -BETA_FAIRNESS(seedset, fair_to_efficacy)
4: while num_iters do
5: seedset← S3D_STEP(seedset, G, p, fair_to_efficacy)
6: score←−BETA_FAIRNESS(seedset, fair_to_efficacy)
7: if score < least_score then
8: least_seedset← seedset
9: num_iters← num_iters− 1

10: return least_seedset

from the remaining operations in the while loop. Now, lines 25-26 first create an outreach from the
corresponding seedsets, costing O(R(|V | + |E|)) each, and then analytically calculate β-fairness
for all the R final configurations, costing O(R ∗ 1) each. In the worst case, we might additionally
execute lines 37-39 costing O(|S| log |V |). So, a single S3D_STEP costs

O(2|S|+ |S| log |V |+R(|V |+ |E|) + (|S − 1|)(RdDmax
avg +R|V |+ logR|V |)

+ 2(R(|V |+ |E|) +R) + |S| log |V |)
= O(|S| log |V |+R(|V |+ |E|)
+R|S|+R|S||V |+ |S| log |V |)
= O(|S| log |V |+R|S||V |)
= O(R|S||V |).

Here, we used the assumption that davg = O(2E/V ) = O(1) for a sparse graph (E = O(V )). Now
this S3D_STEP is run k times using S3D_ITERATE to find the best seedset in these k runs. Moreover,
we avoid any redundant calculations and memorize β-fairness for any seedset we discover. Hence,
the total runtime is O(kR|S||V |), as claimed.

E.3 Motivation and Extension to Generic Combinatorial Optimization

The S3D approach to β-fairness optimization in this setting is independently motivated and in general
can be extended to any combinatorial optimization problem where each choice of initial action at
time t = 0, amongst exponentially many choices of actions, can lead a system to one of exponentially
many states, for which we know the probability distribution of the system achieving one of these
states and an associated, possibly non-convex, expected energy profile resulting from this stochastic
state occupancy of the system at a later time. S3D then boils down to iteratively trying different
initial actions that lead to small changes in the state occupancy distribution that align well with the
ideal occupancy distribution, leading to a gradual reduction of the expected potential energy of the
resulting system using Metropolis Sampling/Simulated Annealing.

In this study, the initial action at t = 0 is the initial seedset choice S, which leads to a distribution of
states, called the outreach distribution on final configuration (Theorem 2.1), that the system, a Social
Network here, can reach to. Each such distribution corresponds to a bounded expected "potential
energy" (keeping the ideally mutually fair distribution as reference) defined on β-fairness– a mutually
fair configuration is defined to be a "stable", less "energetic" system, and S3D aims to achieve it via
an optimal choice of S, S∗.

E.4 Theoretical Guarantees of Convergence in S3D

The S3D algorithm is similar to non-convex optimization methods such as Simulated Annealing.
Such algorithms do not have theoretical guarantees but have a long history of empirical success.

Let f : P(V )→ [0, 1] be the β-fairness set-evaluation function defined in the power set of the graph
vertex set V . The function can then evaluate any seedset, S ⊆ V for its β-fairness. Now for iterative
optimization purposes, S3D defines a sampling process to define neighbors S′ of S, based on similar
outreaches VS′ and VS . Then S3D essentially follows non-convex optimization of f using Simulated
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Annealing under Metropolis Sampling at a constant temperature. While Simulated Annealing does
not have strict mathematical guarantees to find the global optimum in finite time, its empirical success
is well understood in non-convex optimization.

While Simulated Annealing usually runs for finite iterations defined by an empirically tested tem-
perature schedule, we ran Simulated Annealing under several constant temperatures to estimate the
performance of S3D against baselines and concluded that a number of iterations k ∈ [500, 1000] usu-
ally works well in practice. Hence, any decaying temperature schedule that translates total iterations
in this range should work fine.

E.5 Illustrative Example

Consider the information spreading over the graph in Fig. 15 as an independent cascade model with
probability p = 0.1, with blue and red nodes belonging to two different groups. A greedy strategy
would choose the seed set as Sg = 3, 5 (enlarged nodes) as shown in Fig. 15a, thus leading to the
highly unfair outreach in Fig. 15b. In contrast, our algorithm S3D promotes the choice SS3D = 1, 4
reflected in 15c, which gives the more fair outreach plotted in Fig. 15d, showing that it improves over
greedy/sophisticated label-blind seed selection strategies.

(a) Greedy Choice: Graph (b) Greedy Choice: Outreach

(c) S3D Choice: Graph (d) S3D Choice: Outreach

Figure 15: Toy example to show label-aware choice using S3D over a label-blind seedset selection process.
The enlarged nodes are selected seeds. Since the graph is small, the outreach discretization bucket has been
granularized for improved readability.
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F Error Bars on Fairness and Efficiency Experiments

Referring to Fig. 7, we mention 2σ symmetrical error bars on 100 repetitions for each of the
experiment pipelines, as follows. Since each experiment itself runs on R = 1, 000 realizations, we
take 100R = 105 samples of each random graph encoded social network dataset.

- Eff-Mean Efficiency-Err-Bar (±2σ) Fair-Mean Fairness-Err-Bar (±2σ)

s3d_d 0.24 0.0022 0.94 0.002
hrt_d 0.105 0.005 0.911 0.004
bas_d 0.173 0.0016 0.803 0.003
s3d_g 0.25 0.002 0.945 0.002
hrt_g 0.17 0.0058 0.868 0.006
bas_g 0.318 0.002 0.898 0.003

Table 2: APS.

- Eff-Mean Efficiency-Err-Bar (±2σ) Fair-Mean Fairness-Err-Bar (±2σ)

s3d_d 0.241 0.005 0.95 0.002
hrt_d 0.227 0.005 0.951 0.002
bas_d 0.277 0.004 0.935 0.002
s3d_g 0.241 0.005 0.951 0.002
hrt_g 0.258 0.005 0.945 0.003
bas_g 0.3 0.004 0.926 0.003

Table 3: AV_0.

- Eff-Mean Efficiency-Err-Bar (±2σ) Fair-Mean Fairness-Err-Bar (±2σ)

s3d_d 0.08 0.0004 0.99 0.0008
hrt_d 0.08 0.0004 0.967 0.0007
bas_d 0.08 0.0004 0.91 0.001
s3d_g 0.08 0.0004 0.988 0.0008
hrt_g 0.08 0.0004 0.965 0.0008
bas_g 0.08 0.0004 0.938 0.0009

Table 4: HS, p = 0.01.
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- Eff-Mean Efficiency-Err-Bar (±2σ) Fair-Mean Fairness-Err-Bar (±2σ)

s3d_d 0.88 0.002 0.96 0.001
hrt_d 0.83 0.002 0.94 0.002
bas_d 0.83 0.002 0.94 0.002
s3d_g 0.87 0.002 0.96 0.002
hrt_g 0.86 0.002 0.935 0.002
bas_g 0.89 0.002 0.94 0.002

Table 5: HS, p = 0.5.

G Declaration of Computational Resources

All experiments were performed on a local PC on a single CPU core 3.5 GHz. Except for datasets DZ,
INS, all datasets were loaded and operated on a local PC with 32 GB of RAM. For the largest datasets
(DZ, INS), we used remote compute clusters with ∼ 64 GB memory and similar CPU capabilities.
For the code development, we broadly used Python 3.10+, numpy, jupyter, and networkx [8].
Runtime for each non-S3D configured experiment on datasets except DZ, INS, was 10− 15 minutes.
For DZ, INS, this was approximately 1− 2 hours. For S3D optimizations to be satisfactory, we ran
each small dataset (except DZ, INS) for 1.5 hours additionally. For massive datasets DZ, INS, the
cluster took ∼ 4 days for k = 10 steps. The total set of experiments made, including the failed,
passed or submitted ones, roughly took the same order of resources separately.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The paper sheds light on the limitation of most of the fairness metrics used in
the context of Social Influence Maximization. In particular, as mentioned in the Abstract, In
the literature, fairness is often quantified in terms of the expected outreach within individual
communities. In this paper, we demonstrate that such fairness metrics can be misleading
since they overlook the stochastic nature of information diffusion processes. We propose
a new metric that overcomes such limitations and, based on it, we propose a new seed
selection policy that strategically takes into account for mutual information. This is made
explicit in the abstract by saying We tackle this problem by designing a new fairness metric
that captures variability in outreach through optimal transport theory. We propose a new
seed-selection algorithm that optimizes both outreach and our new fairness metric, and
we show its efficacy on several real datasets. All these aspects are also mentioned in the
Contributions paragraph of the Introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes. Limitations are listed in the second paragraph of Section 5 entitled
Limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The construction and validity of our metric are theoretically and didactically
explained in the paper in Section 3.1 and Section 3.3. Also, Appendix E, provides a formal
proof for the complexity of our proposed seed-selection algorithm.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: To replicate our experiments, we (i) open-sourced our code, (ii) put a reference
for each of the datasets used (see Section 3.2) (iii) provide a detailed pseudo-code for the
seed-selection algorithm (See Appendix E), and (iv) give clear explanation of the diffusion
process used (independent cascade) and the parameters choices (propagation probability,
size of the seed set, etc., see Section 3.2).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our code is publicly available at https://github.com/nicolaslanzetti/
fairness-sim-ot.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, all the hyperparameters involved in the experiments execution are specified
in Section 3.2 and Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
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7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Plots requiring statistical significance are the ones in Fig. 7. Plots in Fig. 7 are
associated with statistical bounds reported in Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Computational resources are detailed in Appendix G.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper conforms with the NeurIPS code of ethics. All the datasets we
tested our algorithm on preserve anonimity.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Yes, this is explicitly done in the Introduction and Abstract when we
explicitly mention the limitation of the current approaches that we propose to overcome.
For example we say: As such, outcomes such as “in 50% of the cases, no one of group A
receives the information and everyone in group B receives it and in other 50%, the opposite
happens”, which always results in largely unfair outcomes, are classified as fair by a variety
of fairness metrics in the literature. We tackle this problem by designing a new fairness
metric that captures variability in outreach through optimal transport theory. We propose a
new seed-selection algorithm that optimizes both outreach and our new fairness metric, and
we show its efficacy on several real datasets.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Yes, all the sources of existing datasets and algorithms have been cited and
can be found in the References.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We documented the code with instructions in README files and dedicated
comments in the code.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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