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Abstract

InfoNCE loss is commonly used to train dense retriever in information retrieval
tasks. It is well known that a large batch is essential to stable and effective
training with InfoNCE loss, which requires significant hardware resources. Due
to the dependency of large batch, dense retriever has bottleneck of application
and research. Recently, memory reduction methods have been broadly adopted
to resolve the hardware bottleneck by decomposing forward and backward or
using a memory bank. However, current methods still suffer from slow and
unstable training. To address these issues, we propose Contrastive Accumulation
(CONTACCUM), a stable and efficient memory reduction method for dense retriever
trains that uses a dual memory bank structure to leverage previously generated query
and passage representations. Experiments on widely used five information retrieval
datasets indicate that CONTACCUM can surpass not only existing memory reduction
methods but also high-resource scenario. Moreover, theoretical analysis and
experimental results confirm that CONTACCUM provides more stable dual-encoder
training than current memory bank utilization methods.

1 Introduction

Dense retriever aims to retrieve relevant passages from a database in response to user queries with
neural networks [43]. Karpukhin et al. [16] and Lee et al. [20] introduced the in-batch negative
sampling for training dense retriever with InfoNCE loss [36], where relevant passages from other
queries in the same batch are utilized as negative passages. This negative sampling strategy has been
widely adopted in subsequent dense retriever studies, including supervised retriever [16, 31, 28, 41],
retriever pre-training [7, 8, 24, 12, 5], phrase retriever [19, 25], and generative retriever [34, 13].
Training dense retriever with InfoNCE loss drives the representations of queries and relevant passages
closer and pushes the representations of unrelated passages apart, which can be seen as a form of
metric learning [17].

Many dense retriever methodologies utilize large batch to incorporate more negative samples [41, 7,
28, 12]. Theoretically, it has been demonstrated that more negative samples in InfoNCE loss lead to a
tighter lower bound on mutual information between query and passage [36]. Empirical studies have
shown that the dense retriever performs better with large batch [28, 43, 42]. However, training with
large batches requires high-resource, posing a challenge for dense retriever research and applications.

A line of research has focused on overcoming these limitations by approximating the effects of large
batch sizes. Gradient Accumulation (GradAccum), a common method for approximating large batch,
reduces memory usage by splitting the large batch into smaller batches. However, GradAccum has
limitations in the context of InfoNCE loss because it reduces negative samples per query by the smaller
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batch [9]. To overcome the limitation of GradAccum, Gao et al. [9] proposed the Gradient Cache
(GradCache), which approximates large batch by decomposing the backpropagation process and
adapts additional forwarding process for calculating gradients. However, GradCache has limitations,
including significant additional training time due to computational overhead and the inability to
surpass high-resource scenario where accelerators are sufficient to train large batch. Additionally,
pre-batch negatives [19] caches passage representations from previous steps to secure additional
negative samples, but it also shows unstable train and marginal performance gain.

In this study, we propose Contrastive Accumulation (CONTACCUM), which demonstrates high
performance and stable training under memory constraints. CONTACCUM leverages previously
generated query and passage representations through a memory bank, enabling the use of more
negative samples. Our analysis of the gradients reveals that utilizing a memory bank for both query
and passage leads to stable training. The specific contributions of this study are as follows:

• We propose CONTACCUM, a method utilizing a dual memory bank strategy that can
outperform not only existing memory reduction methods but also high-resource scenario in
low-resource setting.

• We show that our method is time efficient, reducing the training time compared to existing
memory reduction methods.

• We demonstrate the cause of training instability in existing memory bank utilization methods
through mathematical analysis and experiments, showing that the dual memory bank strategy
stabilizes training.

2 Related works

Figure 1: Illustrations of CONTACCUM and Comparative Methods. The illustrations show a total
batch size (Ntotal) of 4, a local batch size (Nlocal) of 2, and a memory bank size (Nmemory) of 4. (a)
GradCache uses Ntotal − 1 negative passages. (b) GradAccum uses Nlocal − 1 negative passages. (c)
CONTACCUM leverages Nlocal +Nmemory − 1 negative samples, more than Ntotal − 1.

2.1 Memory reduction in information retrieval

GradAccum is the most common method to address memory reduction problem. By using GradAccum,
gradients of the total batch can be stored by sequentially processing local batches through forward
and backward passes, even when the total batch cannot be processed at once. However, as shown in
Figure 1 (b), GradAccum is not a proper memory reduction method for the in-batch negatives, as it
uses fewer negative samples than the total batch. We will discuss the limitation of GradAccum for
contrastive learning in detail in subsection 3.1.

GradCache reduces memory usage in contrastive learning by decomposing the backpropagation
process. Specifically, as shown in Figure 1 (a), it calculates the loss without storing activations
during the forward pass using the total batch. Then, it computes and stores the gradient from the
loss to the representations. Next, it performs additional forward passes for the local batch to store
activations and sequentially calculates gradients from each representation to the model weights. This
allows GradCache to use the same number of negative samples as the total batch, approximating the
performance of the total batch. However, GradCache cannot surpass the performance of high-resource
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scenario because it uses the same number of negative samples. Also, GradCache requires a significant
amount of time due to the complex forward and backward processes.

2.2 Memory bank

The memory bank structure for metric learning was initially proposed for the vision domain, where
it stores representations generated by the encoder in previous batches [40, 39]. Combined with
the NCE loss [10], memory bank structures have been widely used to train uni-encoder vision
models [11, 3, 38]. However, directly adapting this approach to information retrieval tasks, where a
dual-encoder structure is commonly used, is challenging. This is due to several factors: In multi-modal
settings, Li et al. [22, 21] have employed momentum encoders for both image and text modalities to
generate cached representations. However, these approaches do not directly address the asymmetric
nature of information retrieval, where the goal is to retrieve relevant passages for a given query rather
than retrieving relevant queries for a given passage.

In the information retrieval task, Izacard et al. [12] proposed caching representations generated by a
momentum encoder [11], but they only consider the uni-encoder setting. Lee et al. [19] introduced
pre-batch negatives that extend the number of negative samples by caching passage representations
with a memory bank in a dual-encoder setting. However, pre-batch negatives was applied only in the
final few epochs of the training process due to the rapid changes in encoder representations early in
training, which can cause instability when using a memory bank [38, 37].

In summary, existing dense retrievers depend on in-batch negative sampling, necessitating large batch
sizes and costly hardware settings. While memory reduction methods have been studied to address
this, they often result in slower training or unstable training. Therefore, we propose CONTACCUM, a
memory reduction method designed to ensure fast and stable training of dense retrievers.

3 Proposed Method

3.1 Preliminary: InfoNCE loss with GradAccum

Before introducing our method, we first examine GradAccum with InfoNCE loss. Karpukhin et al.
[16] proposed training method for dense retriever using InfoNCE loss. With a batch size N , dense
retrievers are trained by minimizing the negative log-likelihood over all query representations (Q)
and passage representations. Specifically, they utilized in-batch negative sampling (P) in the same
batch for efficiency, encoded by the query and passage encoders as:

L(S) = − 1

N

N∑
i

log
exp(S(i,i)/τ)∑N
j exp(S(i,j)/τ)

, where S = Softmax(Q ·P⊤) ∈ RN×N (1)

The in-batch negative sampling efficiently obtains N − 1 negative passages per query from relevant
passages of other queries, as shown in Equation 1. Consequently, the number of negative passages
increases with a larger batch size. Due to this characteristic of in-batch negative sampling, dense
retriever is trained using extremely large batch size, ranging from 128 to 8192 [16, 12, 28, 5,
29]. However, the need to process all data in memory simultaneously requires multiple high-cost
accelerators, ranging from 8 [16, 28] to 32 [12]. This creates a hardware bottleneck that constrains
various research and applications.

In low-resource setting, GradAccum is employed to train models with the total batch size (Ntotal),
which cannot be fitted in the limited memory. GradAccum decomposes the total batch into
accumulation steps, K, and processes the local batch, Nlocal = Ntotal/K, through forward and
backpropagation K times to calculate gradients. The process of computing InfoNCE Loss with
GradAccum is as follows.

First, the query, q, and document, p, are encoded by the query encoder, f t
Θ, and passage encoder, gtΛ,

at training step t respectively:

qt = f t
Θ(q) ∈ Rdmodel , pt = gtΛ(p) ∈ Rdmodel (2)

where dmodel denotes the dimension of query and passage representation. The query encoder, f , and
passage encoder, g, are parameterized by Θ and Λ respectively. The query and passage representations

3



Figure 2: Training process of CONTACCUM at each accumulation step. The illustration shows a
total batch size (Ntotal) of 4, an accumulation step (K) of 2, and a memory bank size (Nmemory) of
4. The dual memory bank caches both query and passage representations. New representations are
enqueued, and the oldest are dequeued at each step, maintaining the similarity matrix (Sk) size at
(Nlocal +Nmemory, Nlocal +Nmemory).

within the same local batch at the k-th accumulation step are given as follows:

Qt
k = {qt

1, . . . ,q
t
Nlocal

} ∈ RNlocal×dmodel , Pt
k = {pt

1, . . . ,p
t
Nlocal

} ∈ RNlocal×dmodel (3)
Using Equation 1, the loss for the k-th accumulation step is calculated, and the loss for the total batch
used for one weight update is obtained as shown in Equation 4:

L =
1

K

K∑
k=1

L(Sk), where Sk = Softmax(Qt
k · (Pt

k)
⊤) ∈ RNlocal×Nlocal (4)

In Equation 4, the number of negative passages in each accumulation step is Nlocal − 1, which is
fewer than the number of negative passages when using the total batch, Ntotal − 1. This reduction in
the number of negative samples results from that GradAccum use Nlocal passages in a single forward
pass. Consequently, GradAccum cannot maintain the number of negative passages in low-resource
setting, while the total amount of data used for weight updates is the same as the total batch.

3.2 CONTACCUM

To address the issue of fewer negative passages being used with GradAccum, we propose
CONTACCUM, a method that utilizes a dual memory bank structure to cache representations for
both queries and passages. The query and passage memory banks (Mq,Mp) are implemented as
First-In-First-Out queues storing Nq

memory and Np
memory representations respectively. For example, as

shown in Figure 2, the oldest representations in the memory bank (Pt−1
1 , Qt−1

1 ) are replaced with
the newly-generated ones (Pt

1, Qt
1). Memory bank strategy is computationally efficient as it reuses

generated representations from previous iterations [37, 38, 19]. Unlike Lee et al. [19], which only
utilized a passage memory bank Mp, CONTACCUM employs a dual memory bank by also utilizing a
query memory bank Mq.

CONTACCUM constructs the similarity matrix using both current and stored representations from the
dual memory bank as illustrated in Figure 2. It is equivalent to modifying Sk in Equation 4 as:

Q = Qt
k ∪ sg(Mq) ∈ R(Nlocal+Nq

memory)×dmodel (5)

P = Pt
k ∪ sg(Mp) ∈ R(Nlocal+Np

memory)×dmodel (6)

Sk = Softmax(Q ·P⊤) (7)
The backpropagation process using InfoNCE loss proceeds in the same manner as in Equation

4. However, since the representations in the memory bank do not have stored activations by the
stop-gradient operation(sg(·)), the gradients are not back-propagated through the representations in
the memory bank.

The number of negative passages in CONTACCUM is Nlocal + Np
memory − 1, which is greater than

GradAccum. Furthermore, if Np
memory > Nlocal × (K − 1), CONTACCUM can utilize more negative

passages than the total batch, enabling superior performance in low-resource setting compared to
high-resource scenario.
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3.3 Gradient analysis with dual memory bank

We analyze the InfoNCE loss backpropagation process in information retrieval tasks, extending
the analysis by Gao et al. [9] to consider using the memory bank. In the partial derivatives of the
loss function with respect to the two encoders, ∇ΘL(Sk) =

∑
ql∈Qt

k

∂L(Sk)
∂ql

· ∂ql

∂Θ , ∇ΛL(Sk) =∑
pl∈P t

k

∂L(Sk)
∂pl

· ∂pl

∂Λ , the partial derivative terms for each representation are given by:

∂L(Sk)

∂ql
= − 1

Nlocal +Nq
memory

(pl −
Nlocal+Np

memory∑
j

Sk(l,j) · pj) (8)

∂L(Sk)

∂pl
= − 1

Nlocal +Nq
memory

(ql −
Nlocal+Nq

memory∑
i

Sk(i,l) · qj), (9)

where Sk(i,j) denotes the similarity between i-th query and j-th passage in the similarity matrix Sk

of the k-th accumulation step. Detailed differentiation steps are provided in Appendix 6.

Equations 8 and 9 have a similar structure, indicating that the gradients of the two encoders are
influenced by the representations generated by the opposite encoder. The difference lies in the
summation targets, which are determined by the size of the memory banks. The gradient calculation
for the query encoder uses Nlocal +Np

memory passage representations, while the passage encoder uses
Nlocal +Nq

memory query representations.

Pre-batch negatives only leverages the passage memory bank where Np
memory > Nq

memory = 0.
The tendency where ||∇ΘL(Sk)||2 < ||∇ΛL(Sk)||2 is caused by the difference in the number of
representations used for the gradient calculations of the two encoders. In dual-encoder training, if the
gradient norms of the two encoders remain imbalanced, the encoder with the larger gradient norm
converges faster, making balanced training challenging [4, 33]. Therefore, the unstable training with
a memory bank is caused not only by rapid changes in encoder representations [37, 38], but also
by the difference in the gradient norms between the dual-encoders. We refer to this problem as the
gradient norm imbalance problem.

The gradient norm imbalance problem can be resolved by using memory banks of equal size for
queries and passages, Nq

memory = Np
memory = Nmemory. This ensures that the gradient norms of the two

encoders remain similar and stabilizes the training process. Further analysis is provided in Sections
5.2 and 5.5.

4 Experimental setups

Resources. All experiments were conducted on a single A100 80GB GPU. For high-resource scenario,
we considered situations where 80GB of memory is available. For low-resource settings, we assumed
available memory as widely used commercial GPUs: 11GB (GTX-1080Ti), 24GB (RTX-3080Ti,
RTX-4090Ti). To ensure strict experimental conditions, we used a function from the PyTorch [27] to
limit the available memory.2 Unless otherwise stated, all experiments assumed low resource setting
where only 11GB memory is available.

Datasets and evaluation metrics. The datasets used for the experiments were Natural Questions
(NQ) [18], TriviaQA [15], Curated TREC (TREC) [1], and Web Questions (WebQ) [2] processed by
DPR and MS Marco [26]. For Natural Questions, TriviaQA, Curated TREC, and Web Questions, we
used the preprocessed data provided by DPR [16], which includes hard negative samples, positive
passages, and answer annotations. Only queries with both positive and hard negative passages were
used for training. For MS Marco, we utilized the preprocessed data from BEIR [35] and filtered
BM25 [32] hard negatives using cross-encoder scores from the sentence-transformers library [30].
Specifically, we considered passages as hard negatives if their cross-encoder scores were at least 3
points higher than the positive passages’ scores, following the preprocessing pipeline provided by
sentence-transformers.

For evaluation metrics, Top@k was used for Natural Questions, TriviaQA, TREC, and WebQ
following DPR. Also, we evaluate MS Marco using NDCG@K and Recall@K, widely used metrics

2Using the torch.cuda.set_per_process_memory_fraction function in PyTorch allows for restricting
the memory used during training, regardless of the total available memory.
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for dense retriever. NQ and TriviaQA were evaluated using test sets, while TREC, WebQ, and MS
Marco were evaluated using dev sets. Additionally, the entire document set was used for evaluation.

Implementation details. The experimental code was adapted from nano-DPR3, which provides
a simplified training and evaluation pipeline for DPR. All experiments were conducted using the
BERT4 [6] model. To maintain consistency with DPR’s experimental setup, NQ and TREC were
trained for 40 epochs, and TriviaQA and WebQ for 100 epochs. For MS Marco, performance saturated
at 10 epochs, so it was trained for 10 epochs. Other training settings were also kept consistent with
DPR. Detailed settings are provided in Appendix 6.

The optimal memory bank size, Nmemory, was selected using evaluation data with candidates [128,
512, 2048], resulting in 2,048 for NQ and 512 for TriviaQA. For MS Marco, WebQ, and TREC, due
to the lack of evaluation data, Nmemory were set based on dataset size: 1,024 for MS Marco, and 128
for WebQ and TREC.

Baselines. We established three baselines for each scenario, and all methods were trained with hard
negatives. First, we reported the performance of DPR with the maximum batch size possible for
each scenario. Further, we reported the performance of GradAccum with the total batch size of
Ntotal = 128. The local batch size Nlocal varied by the scenario , with K = Ntotal/Nlocal. We also
conducted experiments with GradCache [9], known for approximating total batch performance, using
the same Nlocal for single forwarding.

5 Experimental results

5.1 Performance across different resource constraints

Table 1: Performance of different methods in low-resource settings (11GB, 24GB) and high-resource
(80GB) setting. In the high-resource setting, the score of the original DPR [16] paper (original) and
the reproduced implementation (implemented) are listed. The best score for each training environment
is bolded, and scores surpassing the high-resource setting are marked with ⋆. Nl denotes the local
batch size Nlocal, Nt denotes the total batch size Ntotal, and K represents the accumulation step.

Method
Batch Size MS Marco NQ TriviaQA WebQ TREC

Nl/K/Nt
NDCG Recall Top Top Top Top

20 100 20 100 20 100 20 100 20 100 20 100

VRAM=11GB

DPR 8/ 1/ 8 27.9 23.5 8.3 15.2 72.2 81.5 73.7 81.9 72.5 81.4 80.8 88.9
GradAccum 8/16/128 31.1 26.4 10.1 18.1 77.1 84.7 78.4 84.8 74.6 81.9 79.7 89.9
GradCache 8/16/128 34.9 30.6 12.8⋆ 22.4⋆ 79.5⋆ 85.9 79.4 85.1 75.1⋆ 82.3 81.6 90.2
CONTACCUM (ours) 8/16/128 39.1⋆ 32.9⋆ 14.4⋆ 23.8⋆ 80.1⋆ 86.5⋆ 79.8⋆ 85.3⋆ 75.4⋆ 82.1 83.3⋆ 90.5

VRAM=24GB

DPR 32/1/ 32 33.1 28.6 11.5 19.6 77.0 84.8 77.5 84.2 74.8⋆ 82.1 82.7⋆ 89.8
GradAccum 32/4/128 33.1 28.2 11.8 20.0 77.9 85.4 80.0⋆ 84.8 74.3 81.9 79.3 89.6
GradCache 32/4/128 35.5⋆ 31.0⋆ 12.8 22.1 79.6⋆ 86.0 79.7⋆ 85.1 74.7 81.8 81.3 89.6
CONTACCUM (ours) 32/4/128 39.0⋆ 32.9⋆ 14.6⋆ 24.1⋆ 80.6⋆ 86.3⋆ 79.4 85.1 75.0⋆ 82.5⋆ 81.8 89.5

VRAM=80GB

DPR (implemented) 128/1/128 35.1 30.8 12.7 22.2 79.4 86.1 79.5 85.1 74.7 82.4 82.0 90.5
DPR (original) 128/1/128 - - - - 78.4 85.4 79.4 85.0 73.2 81.4 79.8 89.1

CONTACCUM outperforms the high-resource DPR even under low-resource constraints. Table
1 compares the performance of CONTACCUMwith baseline methods under low-resource setting.
Notably, CONTACCUM, with only 11GB of memory, surpasses the performance of DPR in the
high-resource setting (80GB). This demonstrates that CONTACCUMis not only memory-efficient but
also achieves superior performance compared to the baseline.

CONTACCUM maintains consistent performance across different memory constraints.
CONTACCUM exhibits robust performance regardless of the memory constraint level (11GB or
24GB), with only minor variations between the two settings. In contrast, the performance of both
DPR and GradAccum improves as the available memory increases from 11GB to 24GB. This suggests

3https://github.com/Hannibal046/nanoDPR
4bert-base-uncased
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that the performance gains of CONTACCUM are not significantly affected by the severity of memory
limitations.

The effectiveness of CONTACCUM is amplified under more severe memory constraints. While
CONTACCUM consistently outperforms the baseline methods in both 11GB and 24GB scenarios, the
performance gap between CONTACCUM and the baselines is more substantial in the 11GB setting.
This indicates that the advantages of CONTACCUM are particularly evident when memory constraints
are stringent, emphasizing its effectiveness in low-resource setting. The strong performance of
CONTACCUM can be attributed to its dual memory bank strategy, which allows it to utilize more
negative samples than GradCache, even in low-resource settings. Furthermore, CONTACCUM
outperforms the high-resource setting in 18 out of 24 metrics, improving up to 4.9 points. In contrast,
GradCache only surpasses the high-resource setting in 8 metrics, with marginal improvements
likely due to randomness. These results demonstrate the fundamental advantage of CONTACCUM in
achieving superior performance compared to both the baselines and the high-resource setting.

5.2 Influence of each components in CONTACCUM

Table 2: Results of removing the components of CONTACCUM. The DPR performance in low-resource
(BSZ=8) and high-resource (BSZ=128) settings are shown as baselines. The best-performing method
is highlighted in bold.

w/ Hard Negative w/o Hard Negative

Method Top@20 Method Top@20

DPR (BSZ=8) 70.9 DPR (BSZ=8) 63.7
DPR (BSZ=128) 78.4 DPR (BSZ=128) 74.3

CONTACCUM (ours) 78.8 CONTACCUM (ours) 76.3
w/o. Mq 70.8 w/o. Mq 72.3
w/o. Past Enc. 76.5 w/o. Past Enc. 73.4
w/o. Mq/Past Enc. 67.8 w/o. Mq/Past Enc. 73.9
w/o. GradAccum 76.7 w/o. GradAccum 74.1

Table 2 shows the influence of key components in CONTACCUM by removing each component
with NQ. We also reported experiments that excluded hard negatives during training to observe the
tendency. The most significant performance drop occurred when the query memory bank Mq was
removed, indicating its crucial role in CONTACCUM. The other components of CONTACCUM also
contributed to the overall performance, with consistent trends regardless of using hard negatives.

Passage memory bank alone degrades performance due to gradient norm imbalance. Specifically,
using only the passage memory bank (w/o. Mq), similar to the pre-batch negatives, led to an 8-point
performance drop in Top@20 compared to CONTACCUM. This decrease can be attributed to the
gradient norm imbalance problem highlighted in Section 3.3. Section 5.5 further analyzes this issue.

GradAccum and past encoder representations are crucial for stable training and performance.
Moreover, when GradAccum was not applied (w/o. GradAccum), a 2.1-point performance decline
was observed in Top@20, highlighting the importance of involving more data in gradient calculations
for stable training in CONTACCUM. Additionally, a 2.3-point performance decrease was noted
when representations generated by past encoders were not used (w/o. Past Enc.). This finding
confirms that past encoder representations contribute to training, as suggested by previous studies
[37, 38, 19]. However, unlike pre-batch negatives, query memory bank Mq demonstrates that the
greatest performance improvement is achieved by employing a dual memory bank, which leverages
representations generated by past query and passage encoders.

5.3 Memory bank size analysis

Figure 3 indicates the experimental results on the NQ dataset, demonstrating the impact of memory
bank size Nmemory and accumulation steps K on CONTACCUM’s performance in a low-resource
setting with a local batch size of 8. As the memory bank size Nmemoryincreases, more negative passages
are utilized in training, and as the accumulation steps increase, more data is considered in each
model update. The performance of DPR in both low-resource and high-resource scenarios(Ntotal =
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Figure 3: Analysis of accumulation step and memory
bank size. DPR performance in low-resource (BSZ=8) and
high-resource (BSZ=128) settings is shown as baselines,
along with the performance of gradient accumulation for
each total batch size (Ntotal).

Figure 4: Comparison of the speed
of one weight update for different
methods as the total batch size
(Ntotal) changes.

32, 64, 128) is also included for comparison. Note that gradient accumulation is not used when the
total batch size is 8 and only the dual memory bank is employed.

CONTACCUM consistently outperforms GradAccum and DPR regardless of the size of
memory bank and accumulation step. The results show that increasing the memory bank size
improves performance even when GradAccum is not used. This indicates that even without gradient
accumulation, utilizing representations from the memory bank to construct a larger similarity matrix
enhances performance. This trend remains consistent as the accumulation step increases. Moreover,
CONTACCUM consistently outperforms GradAccum in all Ntotal settings. Remarkably, CONTACCUM
with Nlocal = 8, Ntotal = 64, and Nmemory = 128 surpasses the performance of DPR in a high-resource
setting (Ntotal = Nlocal = 128). The performance improvement of CONTACCUM converges as the
accumulation step and memory bank size increase, demonstrating that CONTACCUM can robustly
enhance performance regardless of memory bank size and accumulation steps.

5.4 Train speed

In this subsection, we compare the training speed of CONTACCUM with baseline methods. Figure 4
shows the results of experiments comparing the speed of a single training iteration (1 weight update)
as the accumulation step increases in a low-resource settings with 11GB of available memory. Unlike
the high-resource setting, where the total batch can be processed through forward and backward pass
at once, the train speed slow down in low-resource settings due to various computations and storing
gradients.

CONTACCUM achieves faster iteration times than GradCache, even with large memory banks.
As shown in Figure 4, CONTACCUM performs single iterations faster than GradCache in all total batch
size. Notably, when Ntotal = 512, GradCache is 93% slower than GradAccum, while CONTACCUM
only takes 26% more time, even with the largest memory bank size of Nmemory = 8192. This indicates
that CONTACCUM completes iterations 34% faster than GradCache. The significant additional time
for computing one iteration in GradCache is due to the overhead of calculating and storing gradients
of representations, as well as the repetitive forward and backpropagation. In contrast, CONTACCUM
incurs a relatively minor loss of speed compared to GradAccum due to the additional computations
involved in storing and retrieving representations from the memory bank and calculating the enlarged
similarity matrix. While pre-batch negatives [19] shows similar computational efficiency to our
method, it degrades the performance as demonstrated in Table 2.

5.5 Gradient norm ratio

We conducted experiments comparing the gradient norms of the query and passage encoders to
investigate whether the presence of a query memory bank Mq affects the gradient norm imbalance
problem, as discussed in Section 3.3. The results are presented in Figure 5. This experiment defines
the ratio of gradient norms between the two encoders as GradNormRatio = ||∇Λ||2/||∇Θ||2. We
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Figure 5: Analysis of GradNormRatio throughout the training process on the NQ dataset.

measured GradNormRatio during the training of the NQ.5 If the two encoders have similar gradient
norms during training, GradNormRatio should be close to 1. If the passage encoder (gΛ) has a larger
gradient norm, GradNormRatio will be greater than 1.

Dual memory bank helps maintain gradient norm balance. The experimental results show that
when the query memory bank Mq is not used, GradNormRatio consistently increases. In contrast,
CONTACCUM, which utilizes a dual memory bank (Mq,Mp), maintains a GradNormRatio close to
1, similar to DPR.

This indicates that the pre-batch negatives exhibit gradient norm imbalance problem. It is because
pre-batch negatives only use passage memory bank, leading to an imbalance in the number of query
and passage representations used in gradient calculations, as discussed in 3.3. The gradient norm
imbalance problem consistently occurred even when the timing of omitting the query memory bank
Mq is varied during training, as shown in Figure 6.

The gradient norm imbalance problem observed during the actual training process becomes
increasingly severe, causing the gradient norm of the passage encoder to be up to 30 times larger than
the query encoder. As noted by Senushkin et al. [33] and Chen et al. [4], such extreme differences in
gradient norms between the two models negatively impact performance. The significant performance
drop observed in 5.2 when the query memory bank Mq is not used can be attributed to the gradient
norm imbalance problem.

6 Conclusion

In this work, we proposed CONTACCUM, a novel memory reduction methodology for training
dual-encoders with InfoNCE Loss in low-resource settings. By employing a dual memory bank
structure, CONTACCUM achieves stable training and outperforms high-resource baselines, as
demonstrated through extensive experiments on five information retrieval datasets. Our mathematical
analysis of the dual-encoder training process underscores the importance of balanced gradient norms,
which is effectively addressed by the dual memory bank approach. Furthermore, various ablation
experiments showed that the accumulation step and memory bank size significantly contribute to
performance improvement.

Limitations. While CONTACCUM reduces computational costs and stabilizes training, this study is
limited by its focus on supervised fine-tuning. Recently, many studies have proposed a pre-training
stage for dense retriever [12, 7, 8, 29]. It remains to be investigated whether the gradient norm
imbalance problem arises during the pre-training stage and whether CONTACCUM can alleviate it.
Additionally, CONTACCUM still relies on the softmax operation, which incurs high computational
costs. Reducing this reliance on the softmax operation could lead to more efficient training and
broader application of the dense retriever.

Broader impacts. CONTACCUM is designed to train dense retrievers efficiently, which allows it
to be applied to various knowledge-intensive systems with limited resources. Examples of such
applications include search engines, retrieval-augmented generation, and fact verification on local
machines. However, we strongly discourage the use of CONTACCUM in high-risk domains such as
medical and legal fields, where the retrieval of incorrect information could have a serious impact.

5The values of gradient norms are recorded after gradient clipping.
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Future works. In future work, we plan to extend CONTACCUM to the pre-training phase with a
uni-encoder structure to assess its broader applicability. We also aim to investigate efficient training
strategies to mitigate the substantial computational burden caused by the softmax operation. By
addressing these areas, we hope to encourage further research on optimizing dual-encoder training
for low-resource settings in the field of information retrieval.
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B. Details on hyperparameters

Hyperparameters. The hyperparameters for training were set as follows: the warmup step was 1,237
steps, weight decay was set to 0, and a customized scheduler with a linear decay of the learning rate
after the warmup was used. The optimizer was AdamW [23] with epsilon set to 1e-8, and the learning
rate was 2e-5. Gradient clipping was applied at a value of 2.0, and τ was set to 1. For retrieval, we
used the FAISS [14] library to perform exact nearest neighbor search with default hyperparameters.

C. Similarity Mass

To verify whether representations generated by past encoders aid the current encoder’s training, we
conducted an experiment measuring the similarity mass of passage representations at different time
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Figure 6: Experiments on similarity probability mass.

steps. The results are shown in Figure 6. The similarity mass is defined as the sum of similarities
after passing through a softmax function for all current time t queries with passage representations
generated at past time steps t− k, as shown in Equation 10:

SimMasst−k =
1

|Qt|

|Qt|∑
i=1

|Pt−k|∑
j=1

Qt
i · (Pt−k

j )⊤ (10)

Passage representations of the current and previous encoder have similar importance as negative
passage. The results indicate that there is no significant difference in the similarity mass between the
in-batch negative passage representations at the current training step and the passage representations
from up to six previous steps. As shown in Equation 8 and 9, the gradients of the two encoders
are proportional to the magnitude of the similarities. This means that negative passages with high
similarity to a single query produce large gradients, which aids in training the dense retrieval model
[41]. This finding suggests that past representations can be beneficial from the early stages of training,
contrary to previous studies [37, 38].

Additionally, as illustrated in Figure 6, CONTACCUM demonstrates the same similarity mass trend as
DPR, validating the effectiveness of utilizing past representations from the early stages of training
with CONTACCUM.

D. Gradient Norm Ratio of Omitting the Query Memory Bank

Figure 7: Experimental results of omitting query memory bank during training.

Gradient norm imbalance problem occurs when the query memory bank is omitted. We omitted
the query memory bank during training at various epochs: [10, 20, 30]. As shown in Figure 7, the
gradient norm imbalance problem arises immediately after the query memory bank is excluded.
Additionally, irrespective of when the query memory bank is omitted, all experiments without the
query memory bank exhibit very high gradient norm ratios in the later stages of training. This indicates
that gradient norm imbalance problem can cause unstable training during the entire training process,
unlike previous studies which mentioned the major cause of unstable training is rapid changes in
encoder representations in the early epochs [38, 37].
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E. Actual Memory Usage

ContAccum uses few memory for dual memory bank but it works greatly Theoretically,
CONTACCUM’s query and passage memory banks(Mq,Mp) do not cache activation values, requiring
only additional memory for the stored representations compared to GradAccum. The memory usage
of the dual memory bank can be calculated as follows:

Nmemory × dimembed × 2× 4 (11)

where 2 represents the query and passage memory bank and 4 denotes full precision (4 bytes).

Table 3: Comparison of Memory Usage

Method Nlocal/K/Ntotal/Nmemory Memory (GB) Additional Memory
Actual Theoretical

DPR 8/ 1/128/ 0 7.483 - -
GradCache 8/16/128/ 0 5.158 - -
GradAccum 8/16/128/ 0 8.340 - -
CONTACCUM 8/16/128/ 128 8.342 0.002 0.0007
CONTACCUM 8/16/128/ 512 8.346 0.006 0.0029
CONTACCUM 8/16/128/1024 8.353 0.013 0.0059
CONTACCUM 8/16/128/5096 8.382 0.042 0.0117

Moreover, we measured each method’s actual memory usage in a VRAM=11GB environment
and the results are reported in table 3. The results show that CONTACCUM uses only up to 0.5%
more memory than GradAccum, which is a maximum of 12MB even in the largest memory bank
size(Nmemory = 5096). This demonstrates that CONTACCUM is a memory-efficient method that
consumes very limited additional memory compared to GradAccum. Furthermore, while GradCache
uses less memory than DPR by decomposing complex forward and backward processes, it has the
limitation of very slow training speed, as shown in Figure 4.

F. License

The licenses for the assets used in this paper are as follows:

• Overall train code and partial evaluation code from nano-DPR: CC-BY-NC 4.0
• Train and evaluation datasets preprocessed by DPR: CC-BY-NC 4.0
• Partial evaluation code, and train and evaluation dataset preprocessed by Beir: Apache-2.0
• Hard negative score generated by sentence-transformers library: Apache-2.0
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Answer: [Yes]
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• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: This paper provide the full set of assumptions and a complete proof in Section
3.1 for each theoretical result provided in Section 5.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and

cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: This paper fully discloses all the information needed to reproduce the main
experimental results. Specifically, the datasets and evaluation metrics are provided in
Section 4, and the details of the proposed algorithm (CONTACCUM) are given in Section
3.1. Additionally, information about the hyperparameters for the training dynamics (e.g.,
optimizer, learning rate, scheduler, etc.) is provided in Appendix 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]

Justification: All codes and links to download the datasets are included in the supplemental
material. Additionally, we plan to release the codes for reproducibility of the main
experimental results after the review process to preserve anonymity.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: This paper specify all the training and test details in the Section 4 and Appendix
6.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Due to the high computation cost of the experiments, this paper does not report
error bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?
Answer: [Yes]
Justification: The entire set of experiments was conducted using the same computer resources
described in Section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in this paper conforms with the NeurIPS Code of
Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special

consideration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Potential Positive and negative societal impacts are discussed in Section 6.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper only proposes an efficient training algorithm for information
retrieval, so it poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All creators or original owners of assets are clarified in Section 4. Also, the
license of each assets are mentioned in Appendix 6.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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