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Abstract

The CLIP network excels in various tasks, but struggles with text-visual images
i.e., images that contain both text and visual objects; it risks confusing textual and
visual representations. To address this issue, we propose MirrorCLIP, a zero-shot
framework, which disentangles the image features of CLIP by exploiting the differ-
ence in the mirror effect between visual objects and text in the images. Specifically,
MirrorCLIP takes both original and flipped images as inputs, comparing their
features dimension-wise in the latent space to generate disentangling masks. With
disentangling masks, we further design filters to separate textual and visual factors
more precisely, and then get disentangled representations. Qualitative experiments
using stable diffusion models and class activation mapping (CAM) validate the
effectiveness of our disentanglement. Moreover, our proposed MirrorCLIP reduces
confusion when encountering text-visual images and achieves a substantial im-
provement on typographic defense, further demonstrating its superior ability of dis-
entanglement. Our code is available at https://github.com/tcwangbuaa/MirrorCLIP.

1 Introduction

The CLIP network [19] has demonstrated remarkable success, leading to its widespread application
in real-world scenarios. However, it still struggles with text-visual images [7; 16; 11; 1], i.e., images
that contain both text and visual objects, where CLIP can become confused when processing an
image with misleading text in it. For instance, as shown in Figure 1, when asked to describe a visual
object, the model might mistake an image of a dog for a cat due to the presence of the “cat” text. In
contrast, when asked to recognize text in an image, the model might mistake the text of “eraser” for
“egg” due to the visual object of eggs. Can we disentangle the textual and visual1 factors within CLIP?
Achieving this disentanglement for CLIP can reduce confusion when encountering such images and
enhance its robustness against typographic attacks [1].

Existing work emphasizes extracting visual features from image features and exploring additional
structures [16] or training strategies [1; 11]. Specifically, Materzynska et al. [16] introduce a learnable
projection, Defense Prefix [1] introduces a learnable prefix in the prompt, and PAINT [11] introduces
fine-tuning with linearly interpolating neural network weights. However, these methods require

*Corresponding Author, lyang@cuc.edu.cn
1For simplify, we refer to ‘visual’ as the opposite of ‘textual’, i.e., ‘non-textual’, for text-visual images.
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Figure 1: The zero-shot prediction of CLIP before and after disentanglement, (a): prediction of text
recognition, text of “eraser” is misclassified as “egg” before disentanglement, (b): prediction of image
recognition, visual object of a dog is misclassified as a cat before disentanglement

.

training with specified data and overlook textual features. Instead, we aim at a zero-shot architecture
without retraining for CLIP and emphasize both textual and visual features via disentanglement.

In this paper, we propose MirrorCLIP, a simple yet efficient text-visual disentanglement framework
to enhance CLIP’s robustness in text-visual images. Our innovation is leveraging the differences
of mirror effect between text and visual elements in the image - when images are horizontally
flipped, visual objects maintain semantic consistency after flipping, while text typically becomes a
nonsensical string. For instance, after being flipped, an image of a dog still remains its recognizability,
while an image containing the word “cat” turns into a nonsensical string like “tac”, resulting in the
disappearance of its meaning. Based on this observation, we propose to decompose the image features
of CLIP into textual and visual factors by contrasting them before and after flipping in the latent
space. Specifically, MirrorCLIP employs a dual-stream zero-shot framework. The process begins
by inputting both the original and horizontally flipped images into the image encoder to generate
corresponding image features. By comparing these features, we generate a disentangling mask that
identifies textual and visual regions of the latent variable. This mask is then used to separate textual
and visual features. Specifically, the textual features are derived by excluding visual features from the
original image features using the mask, while the visual features are obtained by combining image
features of the original images with their flipped version.

Extensive experiments validate our proposed method. For text-visual disentanglement, the class
activation maps (CAMs) [24] show that the disentangled textual and visual features correspond
precisely to the regions of text and visual objects, respectively. Using the stable diffusion model [21;
20], visual features generate images similar to the original but without text, while textual features
generate textual images (i.e., images only contain text), demonstrating the effectiveness of our
method. To quantitatively evaluate the effectiveness of visual feature disentanglement, we compared
the state-of-the-art typographic defense methods Defense Prefix [1] in 10 synthetic and 3 real-world
typographic attack datasets using disentangled features. Typographic attacks add text on top of
visuals, testing the model’s robustness against textual perturbations. MirrorCLIP achieves substantial
performance improvements, with a +4.17% increase in real-world datasets and a +5.89% increase
in synthetic datasets. To further evaluate the disentangled textual features, we propose to recognize
the typographic attack text. The results show that with disentangled textual features, the accuracy
improves to 73.95%, compared to 39.32% without disentanglement. In summary, the contributions of
our work are as follows:

• We observed that CLIP exhibits horizontal flip invariance for the visual factors of images but
not for the textual factors, and propose a simple yet efficient solution to disentangle textual
features from visual features in the latent space of CLIP accordingly.

• We propose MirrorCLIP, a zero-shot text-visual disentanglement framework, which can
effectively achieve the disentanglement of visual and textual features without any additional
training and significantly reduce confusion in text-visual images while improving the
robustness of CLIP against typographic attacks.
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Figure 2: The cosine similarity of the image features encoded by the CLIP image encoder before and
after horizontal flipping. Adding text to the image leads to a significant decrease in cosine similarity,
indicating that CLIP does not exhibit horizontal flip invariance for textual factors.

• We qualitatively demonstrate the effectiveness of our disentangled representations through
the salient regions of CAMs. Moreover, with stable diffusion models and our disentangled
representations, we enable generation based on visual and textual factors.

• By evaluating on typographic images, we show that MirrorCLIP effectively achieves dis-
entangled representations and greatly improves performance compared to CLIP without
disentanglement, including a whopping 16.82% improvement on image recognition and
34.63% improvement on text recognition, surpassing state-of-the-art methods on defense
against typographic attacks.

2 Related Work

Vision-language models have advanced significantly, learning generalized visual representations
that align with textual descriptions [19]. This capability enables VLMs to make few-shot or zero-
shot decisions in open-world settings [8; 25; 26], making them highly effective for downstream
tasks. However, this broad generalization also raises concerns about robustness, especially when
dealing with images containing rich text elements, which can mislead the model’s decision results.
MirrorCLIP further explores this setting, aiming to disentangle textual and visual features from
text-visual images to improve CLIP’s robustness in these challenging scenarios.

Typographic attacks were first introduced by Goh et al. [7], who revealed that the performance of
vision-language models drops dramatically when input images contain misleading text. To mitigate
this, Materzynska et al.[16] applied a linear projection matrix to disentangle visual from textual
features. Ilharco et al.[11] interpolated between fine-tuned and original CLIP models, and Azuma et
al. [1] introduced a learnable defense prefix. We utilize this task to evaluate the disentangled textual
and visual features: visual features are used in typographic defense experiments, and textual features
are used in typographic text recognition experiments.

Disentangled representations of CLIP have been studied to separate different types of information
encoded in embeddings. Ramesh et al. [20] used PCA to reconstruct CLIP embeddings and generated
related images through diffusion models, revealing distinct semantic dimensions. Lemesle et al. [14]
found that textual and visual factors of an image do not share semantic representations in CLIP.
Materzynska et al. [16] trained projection matrices to disentangle visual and textual features. Mirror-
CLIP further explores the way to uncover the textual and visual components of the representations of
text-visual images.

3 CLIP’s Mirror Effect and Disentangling Masks

Contrastive Language-Image Pretraining. CLIP [19] aims to learn robust associations between
text and images without requiring explicit labeling or supervision for specific tasks. It is pretrained
on a dataset including 400 million image-text pairs without human annotation, which provides a
broad spectrum of possible text-image associations. During training, through contrastive learning,
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Figure 3: Results of mirror effect experiments, (a) Cosine similarity of image features before and
after flipping on Original and Typographic datasets, (b) Proportion of textual mask on Original and
Typographic datasets.

CLIP optimizes to maximize the cosine similarity of embeddings between matching text-image pairs.
This enables CLIP to learn the embeddings of images and text within a joint latent space, thereby
allowing CLIP to extract the semantics of images. However, recent work has revealed that CLIP
can become confused when faced with text-visual images [7; 16; 11; 1]. To address this issue, we
leverage CLIP’s mirror effect to achieve the disentanglement of textual and visual components within
the image embeddings.

CLIP’s Mirror Effect. When we observe objects in the mirror, we are able to identify their reflected
presence. However, this may not be the case with text. Because the text that is mirrored appears as a
string of non-sensical characters due to the letter distortion and the reversed writing order. CLIP is a
joint image and text embedding model designed to recognize concepts in images. Does CLIP act like
a human and exhibit a similar phenomenon?

To determine whether the distinct mirror effects between visual objects and text affect the representa-
tion of CLIP, we input both the original and flipped images into the encoder and calculate the cosine
similarity between the resulting features. As shown in Figure 2, for clean input images, such as a dog,
the cosine similarity remains approximately 1, indicating semantic invariance. However, when text is
added, the similarity between the original and flipped images significantly decreases. Furthermore,
our quantitative experiments on 10 public datasets reveal that similarity drops significantly from
0.9846 to 0.8225 once text is added to the images as shown in Figure 3 (a). This demonstrates that
the image features of visual objects in CLIP have horizontal flip invariance, whereas that of text does
not, which can be further exploited to disentangle these two factors from image representations.

Disentangling Mask. Given X and Xf represent the image features before and after image flipping,
their cosine similarity can be written as:

cos
(
X,Xf

)
=

∑n
i=1

(
Xi ⊙Xf

i

)
∥X∥ × ∥Xf∥

=

n∑
i=1

(
Xi

∥X∥
⊙ Xf

i

∥Xf∥

)
, (1)

where ⊙ denotes Hadamard product, n denotes the dimensionality of features. The cosine similarity
is influenced by the product of elements at different positions after normalization. If the signs of
elements at the corresponding positions change after flipping, the product becomes negative, leading
to a decrease in cosine similarity. Previous research [20] has shown that different dimensions of
CLIP’s image embeddings encode distinct semantic information. Therefore, we use the change in
the signs of elements at different positions before and after flipping to determine whether a position
belongs to the textual or visual factors. Subsequently, we generate the disentangling mask for textual
and visual factors with this characteristic. As shown in Figure 4 (a), the disentangling mask M , and
its corresponding textual mask M t and visual mask Mv , are calculated as

M = Sign
(
X ⊙Xf

)
, (2)

M t = −1

2
× (M − 1), Mv =

1

2
× (M + 1), (3)
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Figure 4: Generation of disentangling mask, (a) The disentangling mask is generated by contrasting
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Figure 5: Pipeline of zero-shot dual-stream disentanglement framework. The framework takes flipped
and original images as input, generates disentangling masks by comparing their image features in the
latent space, then utilizes the proposed textual filter and visual filter to generate textual and visual
features, achieving disentanglement and completing downstream tasks.

M t and Mv are obtained by mapping {−1, 1} in M to {1, 0} and {0, 1}, respectively. Figure 4 (b)
shows the disentangling masks for different images, where the black areas represent the textual mask
and the white areas represent the visual mask. It can be observed that when text is added to the
image, whether handwritten or printed, the area of the textual mask increases significantly. As shown
in Figure 3 (b), we conduct experiments across 10 public datasets and reveal that the proportion
of textual mask increases significantly from 0.0683 to 0.2431 after adding text to images, which
confirms the validity of our mask generation method.

4 Zero-shot Disentanglement Framework

Utilizing the disentangling masks, we propose a zero-shot dual-stream disentanglement framework.
The pipeline of the disentanglement framework is illustrated in Figure 5. The framework is straight-
forward and does not require any training. We generate the disentangling mask by comparing the
image features before and after image flipping based on Eqs. 2 and 3. Due to the entangling between
textual and visual features, any dimension of latent space may contain both textual and visual factors.
Therefore, separating with a “boolean” disentangling mask is rough. For example, directly setting the
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visual mask area to 0 would lead to the loss of the textual semantic information within it. Instead, we
propose a “soft” textual filter to remove visual features in the image features as below:

Xt =
(
X ⊙M t

)
+
(
X −Xf

)
⊙Mv, (4)

where Xt denotes textual features. The textual filter in Equation 4 consists of two parts: the first part
ensures the retention of textual features in the textual mask region, and the second part preserves
textual features in the visual mask region while filtering out visual features.

Similarly, we propose a visual filter to get visual features Xv as below:

Xv = Xf +X ⊙Mv. (5)

In Equation 5, the first part uses flipped image features as visual features due to the disappearance of
textual semantics after flipping, and the second part enhances robustness against images with flipped
text by adding a visual mask region of original image features. After disentangling, either textual
features or visual features can be used to replace original image features for inference depending on
the specific task. As shown in Figure 1, our disentanglement framework can correct errors made by
CLIP in image and text recognition.

5 Experiment

5.1 Experimental Setup

Overview. To validate the effectiveness of the proposed MirrorCLIP, we conduct the following
experiments. In Section 5.2, we first validate the difference in the mirror effect of text and visual
elements in images with 10 clean public datasets and their corresponding synthetic typographic
datasets. We then qualitatively visualize the quality of disentangled text and visual elements using
CAMs and stable diffusion models. In Section 5.3, we primarily validate the disentanglement
effectiveness for visual elements by performing a typographic defense experiment on 13 typographic
datasets (10 synthetic datasets and 3 real-world datasets), following [1]. In Section 5.4, we evaluate
the disentanglement effectiveness for text elements by ensuring that the disentangled textual features
can correctly recognize the text added to visual elements in the typographic datasets.

Datasets. Clean public classification datasets contain rich visual elements from the real world,
which can be used to evaluate the robustness and performance of MirrorCLIP. These include Im-
ageNet [4], Caltech101 [6], OxfordPets [18], StanfordCars [13], Flowers102 [17], Food101 [2],
FGVCAircraft [15], DTD [3], SUN397 [23], and EuroSAT [10]. Synthetic typographic Datasets
add text of incorrect categories to the images. We follow [1] to construct synthetic typographic
datasets using the 10 clean public datasets mentioned above. Real-world typographic datasets
include three publicly available real-world typographic attack datasets from Materzynska et al. [16],
PAINT[11], and Defense Prefix (RTA-100) [1].

Baselines. To evaluate MirrorCLIP ’s disentanglement performance for visual elements, we bench-
mark against CLIP [19], Materzynska et al. [16], PAINT [11] and Defense Prefix [1]. To evalu-
ate MirrorCLIP ’s disentanglement performance for text elements, we mainly compare it with the
vanilla CLIP.

5.2 Validation Experiments for MirrorCLIP

Validation of different mirror effects for visual and text elements. To validate our observation that
CLIP exhibits horizontal flip invariance for visual features but not for textual features, we conducted
experiments on the cosine similarity of image features before and after flipping across 10 clean public
image classification datasets and their corresponding typographic datasets.

The average cosine similarity of image features before and after flipping for all samples in all datasets
is shown in Table 1. According to the results, before adding text, the cosine similarity of image
features before and after flipping is 0.9846 across 10 datasets, which is close to 1 and confirms
CLIP’s horizontal flip invariance for visual features. However, after adding text, the cosine similarity
significantly decreases to 0.8225, which also validates CLIP’s lack of horizontal flip invariance for
textual features.
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Table 1: Cosine similarity of image features before and after flipping on Clean and Typographic
datasets.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.

Original 0.9790 0.9810 0.9868 0.9907 0.9917 0.9897 0.9893 0.9810 0.9722 0.9849 0.9846

Typographic 0.8164 0.8628 0.8643 0.8047 0.7925 0.7998 0.8403 0.7563 0.8809 0.8071 0.8225

Input image Textual
features

Visual
features

Input image Textual
features

Visual
features

Input image Textual
features

Visual
features

Input image Textual
features

Visual
features

Figure 6: Visualization for textual and non-textual features for typographic attacked data using class
activation map.

Visualization of attribution maps for textual and visual features. We employ CAM to showcase
a more intuitive visualization towards the disentangled textual and visual features in Equations 4
and 5, respectively. CAMs illuminate the salient regions within an input image that contribute the
most strongly to the target concept [22]. Specifically, we employ DecomCAM [24], which is the
state-of-the-art CAM method that strongly reduces the noise effect of typical CAM methods. Our
interpretation target is constructed as XtXT, XcXT for textual and visual features, respectively.
As shown in Figure 6, our disentangled features can effectively separate regions of text and visual
elements.

Similar images generation with textual and visual features. To visualize the effectiveness of
disentanglement, we utilized Stable Diffusion models, Stable UnCLIP [20], with disentangled textual
and visual features for image generation [20; 16]. We use image features, disentangled visual and
textual features as image embedding conditions. The generated images are depicted in Figure 7.

When using images with irrelevant text for image variations, the generated images mix the semantics
of text and visual elements. For example, an image of an apple with the text “earphones” might
produce an image with the logo of Apple Inc. and non-sensical text. Similarly, a cat labeled as
“dog” could result in an image that combines a cat and a dog’s face with non-sensical text. Besides,
after disentangling, visual features generate accurate visual content (e.g., an apple or a cat) without
non-sensical strings, indicating successful filtering of textual features. Textual features, on the other
hand, generate images filled with text without visual semantics, demonstrating effective separation.

In addition, we conducted controlled experiments. for images without text, visual features generate
image-related patterns, while textual features produce nonsensical characters. For text-only images,
visual features generate non-sensical patterns, whereas textual features generate coherent text and
patterns, showcasing the effectiveness of our disentanglement framework.

5.3 Evaluation on visual features disentanglement

To further evaluate the effectiveness of the disentangled visual features, we perform typographic
defense experiments. Here, MirrorCLIP is required to exclude the interference of the text added and
correctly recognize visual elements. The performance of visual features on clean public classification
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Figure 7: Results of image variation using Stable unCLIP.

Table 2: Results of image classification on original datasets.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
CLIP 62.05 88.69 84.13 66.32 87.38 43.10 44.68 58.71 19.11 61.70 61.59

Materzynska+ [16] 54.38 80.53 55.01 51.86 75.01 37.32 36.28 40.33 13.23 51.06 49.50
PAINT [11] 61.82 88.48 80.51 64.73 85.23 38.20 42.61 55.30 17.73 61.69 59.63

Defense Prefix [1] 62.48 89.28 83.65 63.82 87.22 43.85 40.64 57.47 19.26 61.41 60.91
Ours 62.34 89.17 84.52 66.34 87.71 43.77 45.00 59.07 19.41 62.12 61.95

datasets, synthetic typographic datasets, and real-world typographic datasets is shown in Tables 2, 3,
and 4, respectively.

From Tables 3 and 4, it is evident that CLIP exhibits poor robustness when faced with typographic
attacks, resulting in significant performance degradation. However, using the visual features obtained
from our disentanglement framework to replace the original image features significantly improves
performance on both synthetic and real-world typographic attack datasets (+15.49% on synthetic
typographic attack datasets and +21.27% on real-world typographic attack datasets). Compared to
Materzynska et al. [16], PAINT [11], and Defense Prefix [1], which introduce additional parameters
for training, our zero-shot method surpasses their performance without any additional training. This
demonstrates the strong robustness of the visual features obtained from our simple but effective
disentanglement framework across various types of images.

Additionally, we test the performance of disentangled visual features on clean datasets. According
to Table 2, our zero-shot disentanglement framework slightly improves performance compared to
the original CLIP model in clean images without text. This indicates that our method does not cause
performance degradation when handling images without text elements.

5.4 Evaluation on textual features disentanglement

To evaluate the performance of the textual features obtained from our framework, we employ
these features to recognize the text elements in the typographic datasets. Our results are shown
in Table 5. Based on the results, CLIP struggles to achieve high performance in text recognition
within images due to the confusion between text and visual elements. However, after applying our
disentanglement framework, substituting image features with textual features significantly improves
CLIP’s performance in text recognition (from 39.32% to 73.95%). This indicates that the disentangled
textual features can precisely represent the text elements in the images, confirming the effectiveness
of the proposed framework.
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Table 3: Results of image classification on synthetic typographic attack datasets.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
CLIP 39.28 64.16 57.20 31.06 59.12 4.77 24.73 20.57 10.68 34.43 34.60

Materzynska+ [16] 44.91 74.73 43.41 34.95 63.61 16.22 33.03 15.79 8.28 39.52 37.44
PAINT [11] 55.90 83.57 72.94 54.92 76.53 17.31 36.60 33.44 14.46 53.62 49.93

Defense Prefix [1] 49.83 79.54 67.79 44.12 72.88 9.65 31.60 28.64 14.49 43.50 44.20
Ours 52.72 84.18 76.30 50.11 76.70 25.44 35.32 32.53 13.86 53.74 50.09

Table 4: Results of image classification on real-world typographic attack datasets.

from [16] from [11] RTA-100 [1] Avg.
CLIP 45.56 50.00 46.70 47.42

Materzynska+ [16] 77.78 55.45 57.60 63.61
PAINT [11] 53.22 58.18 53.60 55.00

Defense Prefix [1] 71.93 63.64 58.00 64.52
Ours 67.27 73.89 64.90 68.69

Table 5: Results of text recognition on typographic attack datasets.

synthetic real-world
Avg.

Imagenet Flowers Food from [16] from [11] RTA-100
CLIP 30.67 61.60 34.48 26.11 42.73 40.30 39.32
Ours 64.06 81.22 80.91 72.78 75.45 69.30 73.95

Table 6: Results of different features on various tasks.

image recognition text recognition
original typographic real-world

image features 61.59 37.56 36.38
flipped image features 61.38 55.97 0.57

textual features 3.53 0.78 72.51
textual features (hard) 2.10 0.77 61.03

visual features 61.95 54.38 5.29
visual features (hard) 61.69 45.97 23.18

5.5 Analysis and Ablation

Structure of image encoder. To investigate whether the horizontal flip invariance is a characteristic
of ViT [5], we replaced CLIP’s image encoder with ResNet [9] (RN50×4) and conducted the same
experiment; the experimental results confirm that our observations and disentanglement framework
are also applicable to CLIP models using CNN-based image encoders. This indicates that the
characteristic of horizontal flip invariance is mainly related to the contrastive learning strategy
employed by CLIP.

Filter of textual and visual features. In order to figure out the appropriate representation of textual
and visual features, we conducted experiments on various tasks using different feature representations
obtained after disentanglement. The results of the experiments are shown in Table 6, where “original”
represents the average accuracy on 10 original image classification datasets, “typographic” represents
the average accuracy on 13 real-world and synthetic typographic datasets, “real-world” represents the
average accuracy on 3 real-world typographic datasets. Textual features (hard) and visual features
(hard) are obtained through X ⊙M t and X ⊙Mv, respectively, where X denotes image features,
M t and Mv represent the textual mask and the visual mask.

According to Table 6, as analyzed in Section 4, directly zeroing out the textual or visual parts based
on the disentangling mask would lead to information loss and consequently performance degradation.
So we proposed the textual filter in Equation 4 to obtain textual features, aiming to reduce information
loss. Although directly using flipped image features as visual features achieve the highest performance
in defending against typographic attacks, it lacks robustness for flipped images (i.e., if all samples are
flipped before being inputted, the accuracy would decrease to 37.56%, detailed results are shown in
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Figure 8: Potential Application Examples of MirrorCLIP. (a) Using MirrorCLIP to disentangle region
features of RegionCLIP, before disentanglement, RegionCLIP mistakenly identified a price tag with
text “papaya" as papaya and a laptop monitor as a television set because of the interference of text
“television". (b) Textual features disentangled by MirrorCLIP are used to provide prompts for SAM,
achieving text region segmentation.

Table L). Therefore, we proposed the visual filter in Equation 5 to obtain visual features, aiming to
ensure robustness against flipped images.

Moreover, as seen in Table 6, while textual features notably boost text recognition, they yield
negligible accuracy in image recognition tasks. Conversely, visual features significantly enhance
image recognition but have minimal impact on text recognition, which validates the effectiveness of
our proposed filter in isolating visual and textual features.

6 Limitations and Conclusion

Limitations. Although our proposed framework achieves excellent disentanglement results with
a simple approach, due to the deep entanglement between visual and textual features, our method
cannot fully separate them. It does not affect performance in recognition tasks but may influence
the results of image generation, as seen in Figure 7 with the examples of apple in the second row
and textual features results in the first row. What’s more, when facing extreme scenarios such as
palindromes in the images, MirrorCLIP still work for normal palindromes, where the shape of the
words changes before and after flipping (e.g., “did” to “bib”). However, for special palindromes,
where the shape of the words remains basically unchanged (e.g., “mom” to “mom”), MirrorCLIP
struggles to achieve disentanglement, although special palindromes are quite rare compared to other
word, detailed experimental results are shown in Appendix F.

Potential application. We have initially explored object detection and text segmentation by combin-
ing MirrorCLIP with RegionCLIP [27] and SAM [12]. The results show the potential of MirrorCLIP
for different downstream tasks or applications. Relevant examples are shown in Figure 8. By using
MirrorCLIP to get the disentangled visual region features of RegionCLIP, we can reduce the influence
of textual factors and get more accurate detection results. By using the textual features obtained
from MirrorCLIP to generate prompts for SAM, we can achieve text localization within images and
perform preliminary text segmentation.

Conclusion. In this paper, we first discovered and verified that CLIP exhibits horizontal flip invariance
for visual features while lacking this property for textual features. Leveraging this observation, we
proposed a simple yet effective zero-shot dual-stream disentanglement framework MirrorCLIP by
contrasting image features before and after flipping. We demonstrated the effectiveness of this
framework through the visualization of attention maps with CAMs and similar image generation
with stable diffusion models. Additionally, we conducted experiments on 13 synthetic and real-
world typographic attack datasets to further validate the excellent disentanglement performance and
robustness of our method across different samples. Furthermore, we surpass state-of-the-art methods
in defense against typographic attacks without any additional training.
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A Implementation details

Benchmark model. During the experiments, we used the ViT-B/32 version of CLIP as a pre-trained
model and all parameters of CLIP were frozen. We informed the CLIP model of our recognition
intent by adjusting the text prompt. For text recognition, we used the template "text of {}" across
all datasets. For image recognition, we used the template "a photo of {}" across all real-world
typographic attack datasets, which is shown in Figure 5, and the templates we use across synthetic
typographic attack datasets are shown in Table A. All experiments were conducted on NVIDIA A800.

Table A: Templates of synthetic typographic attack datasets for image recognition

Dataset template
ImageNet "a photo of a {}"
Caltech101 "a photo of a {}"
Food101 "a photo of a {}, a type of food"
Flowers102 "a photo of a {}, a type of flower"
OxfordPets "a photo of a {}, a type of pet"
EuroSAT "a centered satellite photo of a {}"
DTD "{} texture"
StanfordCars "a photo of a {}"
FGVCAircraft "a photo of a {}, a type of aircraft"
SUN397 "a photo of a {}"

Generating similar images for validation. The model we employed for image generation in
Section 5.2 is Stable unCLIP [20], a new stable diffusion model fine-tuned at 768× 768 resolution,
based on SD2.1-768 [21]. This model allows for image variations, conditioned on CLIP image
features. During the image variation, we use ‘’ as prompt condition.

B Typographic attack datasets

We will explain the details of the test data in Section 5. For synthetic typographic attack datasets, we
add text to images from ten classification datasets: ImageNet [4], Caltech101 [6], OxfordPets [18],
StanfordCars [13], Flowers102 [17], Food101 [2], FGVCAircraft [15], DTD [3], SUN397 [23],
EuroSAT [10]. To generate typographic attack datasets, we followed PAINT [11] and Defense
Prefix [1], as shown in Figure A (a). We resize the short dimension to 224 pixels using bicubic
interpolation and center-crop the images by 224×224. We randomly select the font from three
options: Roman, Courier, and Times. The font size is chosen randomly between 20 and 40 points.
Additionally, we use one of eight colors: red, green, blue, cyan, magenta, yellow, white, or black.
The text includes a 1-point shadow in a different color from the main font color. Text is placed
randomly in the image, ensuring that entire words remain visible. The text content is chosen from
the class labels of the dataset, excluding the correct labels for the images. The samples of synthetic
typographic attack datasets are shown in Figure B.

For real-world typographic attack datasets, we use datasets made by Materzynska et al. [16],
PAINT [11] and Defense Prefix [1]. The samples of real-world typographic attack datasets are
shown in Figure C, in which objects are labeled with tags of incorrect classes.

C Visualization of attention map

More visualization results using CAMs to show attention maps in Section 5.2 are presented in
Figure D.

D Generation of similar images

More similar images generated in Section 5.2 are shown in Figure E.
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Original datasets Synthetic
Typographic datasets

Real-world

(a) (b)
Typographic datasets

add text

Figure A: Typographic datasets. (a) generation of synthetic typographic datasets. (b) a sample of real
typographic datasets.

Figure B: Samples of synthetic typographic attack datasets.

E Detailed results of ablation

Results of CNN-based image encoder. The detailed results of the experiments for the CNN-based
image encoder in Section 5.5 are as follows. The cosine similarity of the image features before
and after the flip of the Clean and Typographic datasets is shown in Table B. The results of image
recognition across 10 original datasets are shown in Table C. Results of image recognition across
10 synthetic typographic attack datasets and 3 real-world typographic attack datasets are shown in
Table D and Table E, respectively. Results of text recognition across 3 synthetic typographic attack
datasets and 3 real-world typographic attack datasets are shown in Table F.

Results of different feature representations. The detailed results of experiments we conduct
for different feature representations in Section 5.5 are as follows. Results of image recognition
across 10 original datasets are shown in Table G. Results of image recognition across 10 synthetic
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Figure C: Samples of real-world typographic attack datasets.

Input image Textual
features

Visual
features

Input image Textual
features

Visual
features

Figure D: More results of activation map visualization.

Input image image features
result

visual featurestextual features
result result Input image image features

result
visual featurestextual features

result result

Figure E: More results of image variation using Stable unCLIP.

Table B: Image features’ cosine similarity before and after flipping on Clean and Typographic datasets
with RN50×4 as image encoder.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.

Original 0.9756 0.9756 0.9854 0.9883 0.9893 0.9858 0.9863 0.9731 0.9429 0.9810 0.9783

Typographic 0.8476 0.8599 0.8901 0.8423 0.8477 0.8374 0.8491 0.8032 0.8789 0.8447 0.8501
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Table C: Results of image classification on original datasets with RN50×4 as image encoder.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
CLIP 65.53 84.74 86.92 69.93 88.91 30.33 49.31 65.95 21.36 62.15 62.51
Ours 65.98 85.25 87.16 70.32 88.85 29.68 49.57 66.50 21.84 62.41 62.76

Table D: Results of image classification on synthetic typographic attack datasets with RN50×4 as
image encoder.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
CLIP 28.34 35.42 40.22 25.86 49.80 0.14 14.31 14.90 7.98 19.27 23.62
Ours 54.65 86.33 77.45 52.14 78.33 11.05 36.38 35.05 14.04 49.63 48.51

Table E: Results of image classification on real-world typographic attack datasets with RN50×4 as
image encoder.

from [16] from [11] RTA-100 Avg.
CLIP 44.44 37.27 31.80 37.84
Ours 76.36 65.70 80.56 74.21

Table F: Results of text recognition on typographic attack datasets with RN50×4 as image encoder.

synthetic real-world
Avg.

Imagenet Flowers Food from [16] from [11] RTA-100
CLIP 56.37 71.83 51.58 42.22 59.09 66.40 57.92
Ours 93.36 95.89 98.34 84.44 90.00 94.40 92.74

Table G: Results of image classification on original datasets with different feature representations.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
image features 62.05 88.69 84.13 66.32 87.38 43.10 44.68 58.71 19.11 61.70 61.59

flipped image features 61.56 88.92 84.13 66.01 87.54 42.75 44.73 57.48 18.93 61.73 61.38
textual features 0.66 2.50 2.40 0.96 4.69 16.40 4.57 0.68 1.26 1.17 3.53

textual features (zero) 0.17 1.23 1.19 0.88 2.56 10.86 2.02 0.50 1.23 0.33 2.10
visual eatures 62.34 89.17 84.52 66.34 87.71 43.77 45.00 59.07 19.41 62.12 61.95

visual features (zero) 62.15 88.86 84.21 66.25 87.46 43.16 44.79 58.76 19.11 61.80 61.69

Table H: Results of image classification on synthetic typographic attack datasets with different feature
representations.

ImageNet Caltech Food Flowers Pets SAT DTD Cars Aircraft SUN Avg.
image features 39.28 64.16 57.20 31.06 59.12 4.77 24.73 20.57 10.68 34.43 34.60

flipped image features 51.55 84.49 75.74 49.41 78.60 39.40 35.96 33.66 14.64 53.36 51.68
textual features 0.16 1.00 0.39 0.33 1.58 0.23 1.22 0.50 0.93 0.14 0.65

textual features (zero) 0.14 0.82 0.61 0.63 1.94 0.68 1.06 0.29 0.84 0.21 0.72
visual features 52.72 84.18 76.30 50.11 76.70 25.44 35.32 32.53 13.86 53.74 50.09

visual features (zero) 46.62 74.97 67.01 40.07 66.88 9.40 29.26 25.82 11.97 43.65 41.57
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Table I: Results of image classification on real-world typographic attack datasets with different feature
representations.

from [16] from [11] RTA-100 [1] Avg.
image features 45.56 50.00 46.70 47.42

flipped image features 69.09 75.00 66.70 70.26
textual features 1.11 1.82 0.70 1.21

textual features (zero) 1.11 0.91 0.84 0.95
visual features 67.27 73.89 64.90 68.69

visual features (zero) 63.89 61.82 56.30 60.67

Table J: Results of text recognition on real-world typographic attack datasets with different feature
representations.

from [16] from [11] RTA-100 [1] Avg.
image features 26.11 42.73 40.30 36.38

flipped image features 1.11 0 0.60 0.57
textual features 72.78 75.45 69.30 72.51

textual features (zero) 59.44 64.55 59.10 61.03
visual features 6.11 5.45 4.30 5.29

visual features (zero) 16.67 26.36 26.50 23.18

Table K: Results of image recognition on ordinary and special palindromes datasets.

Ordinary palindromes Special palindromes
CLIP MirrorCLIP CLIP MirrorCLIP

original typographic original typographic original typographic original typographic
ImageNet 61.77 46.5 62.06 55.62 61.99 52.19 62.28 55.74

Food 83.90 60.64 84.31 75.68 84.04 79.79 84.45 76.02
Flowers 65.90 30.49 65.93 47.88 66.29 34.33 66.22 41.44

Avg. 70.52 45.88 70.77 59.73 70.77 52.44 70.98 57.73

Table L: Results of different features on image recognition with flipped text.

original typographic
image features 61.38 55.97

flipped image features 61.59 37.56
visual features 61.84 50.30

typographic attack datasets and 3 real-world typographic attack datasets are shown in Table H and
Table I, respectively. Results of text recognition across 3 real-world typographic attack datasets are
shown in Table J.

F Experiments for palindromes

For the case of palindromes, we categorized them into two types: ordinary palindromes, where the
shape of the words changes before and after flipping (e.g., "did" to "bib"), and special palindromes,
where the shape of the words remains basically unchanged (e.g., "mom" to "mom"). We constructed
corresponding datasets: the ordinary palindrome dataset includes 26 words ("dad", "did", "eve",
"eye", "ewe", "gig", "madam", "pip", "pop", "pup", "radar", "redder", "deified", "rotator", "repaper",
"reviver", "sees", "tat", "tenet", "tot", "refer", "deed", "peep", "civic", "racecar", "level"), while
the special palindrome dataset includes 5 words ("wow", "noon", "mom", "nun", "minim"). The
results are shown in Table K. For ordinary palindromes, MirrorCLIP achieves disentanglement
with 13.85 improvements compared to the baseline. This is a comparable improvement like other
words. However, for special palindromes, MirrorCLIP struggles to achieve disentanglement and
only improves the accuracy by 5.29.As special palindromes are quite rare compared to other words,
according to the results in Table K, their impact is limited.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Sec. 1
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Sec. 6
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Sec. 3, Sec. 4 and Sec. 5

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Appendix A and Appendix B

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Appendix A and Appendix B

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

20

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Appendix A and Appendix B

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification:

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix A

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Our proposed framework enhances the defense against typographic attacks 6.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our source code is submitted via a zip file.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification:
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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