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Abstract

Although significant progress has been made in human video generation, most
previous studies focus on either human facial animation or full-body animation,
which cannot be directly applied to produce realistic conversational human videos
with frequent hand gestures and various facial movements simultaneously. To
address these limitations, we propose a 2D human video generation framework,
named ShowMaker, capable of generating high-fidelity half-body conversational
videos based on 2D key points via fine-grained diffusion modeling. We leverage
dual-stream diffusion models as the backbone of our framework and carefully
design two novel components for crucial local regions (i.e., hands and face) that can
be easily integrated into our backbone. Specifically, to handle the challenging hand
generation caused by sparse motion guidance, we propose a novel Key Point-based
Fine-grained Hand Modeling module by amplifying positional information from
raw hand key points and constructing a corresponding key point-based codebook.
Moreover, to restore richer facial details in generated results, we introduce a Face
Recapture module, which extracts facial texture features and global identity features
from the aligned human face and integrates them into the diffusion process for face
enhancement. Extensive quantitative and qualitative experiments demonstrate the
superior visual quality and temporal consistency of our method.1

1 Introduction

The recent advancement of generative models [5, 21, 11, 36, 33] has significantly propelled digital
human technology, which is widely applied in business, education, and multimedia entertainment.
Empowered by these generative models, numerous works [30, 40, 3, 52, 14, 32, 4, 24, 15, 48, 6, 16,
18, 34, 23, 35, 54, 49] have given their priority to 2D video synthesis to human generation. Though
most of them focus on the head region, few studies [16, 18, 22, 34, 23, 35, 54, 37, 45, 25] attempt to
generate full-body videos by animating a reference image with a sequence of driving motion signals
via a warping paradigm, but their results fall short in terms of both generation quality and temporal
consistency. However, the demand for creating high-fidelity 2D avatars under more challenging
conversational scenarios (e.g., TV shows and stand-up comedy) is increasing rapidly, which cannot
be fulfilled with such a fidelity state.

Recently, efforts have been made to investigate architectures built upon pre-trained diffusion models
for controllable human body animation [1, 13, 47]. These methods adopt a dual-stream design to
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separately model the textural information from the reference image and the motion information from
dynamic 2D skeletons [50] or 3D reconstructions [28, 55]. Effective interaction is also achieved
between the two streams via widely used cross-attention [39]. Despite their captivating performance
in full-body animation, we identify three major challenges that require rethinking. a) Creating a
human-like conversational avatar requires a holistic synthesis of the human body. Though concurrent
studies [17, 56] leverage 3D body reconstruction, which contains rich depth and shape information in
face and hand regions, it suffers from occasional incorrect pose estimation for hands or temporal jit-
tering problems. In addition, tedious pre-processing and time-consuming per-frame optimization [51]
are required, which cannot be applied in a user-friendly system. We find using 2D representations
more stable and efficient. b) It is quite intricate to generate human hands with sparse representations.
Human hand regions occupy only a limited number of pixels in the original video frame. This easily
leads to unstable hand synthesis with blurry texture or incorrect shape. Naive designs in [1, 13]
cannot achieve detailed texture synthesis and delicate control in such local regions (e.g., faces and
hands). c) Facial identity preservation is another problem that has not been well investigated. It
becomes particularly challenging for these previous works [1, 13] due to the strong entanglement
between identity information and 2D driving signals, which inevitably leads to identity degradation
during cross-identity animation. The recent study [17] attempts to involve more controllable signals
(i.e., 3D morphing parameters) for face enhancement, but the identity preservation performance is
still not satisfying enough.

To tackle the above challenges, in this paper, we propose a holistic human video generation framework
named ShowMaker, capable of generating an expressive conversational human video with fine-grained
modeling conditioned solely on 2D key points. We adopt a similar dual-stream architecture as in
[1, 13, 47, 56] as the backbone of our framework and introduce two new designs. We first introduce a
novel Key Point-based Fine-grained Hand Modeling module to reliably recover hand regions in detail
from sparse driving guidance. Our key insight is to leverage resolution-independent representations
(i.e., the coordinates of the hand key points) to provide stable structure guidance. In terms of hand
texture, we novelly design a key point-based hand texture codebook equipped with a set of learnable
basis vectors, which has a one-to-one correspondence with the hand key point topology. Specifically,
we predict a set of weights from the hand key points of each hand and produce key point-based
hand textural compensation through the weighted combination, which can be directly injected into
the diffusion process via cross-attention. Furthermore, to improve the facial region quality of the
target subject, we propose a Face Recapture module to construct comprehensive face representations
by performing structure encoding, texture encoding, and identity encoding simultaneously. This
multi-level encoding strategy can significantly alleviate the identity leakage issue during cross-identity
animation on 2D avatars, which is not available in other comparative methods. Extensive quantitative
and qualitative experiments demonstrate that our proposed method can synthesize 2D human video
with better visual quality and more accurate body movements, especially hand gestures.

The main contributions of this paper are summarized as follows: (1) We propose a novel holistic
human video generation framework with fine-grained modeling, named ShowMaker for creating 2D
human conversational videos conditioning on 2D key points. (2) We propose a Key Points-based
Fine-grained Hand Modeling module, which achieves robust hand synthesis via a key point-based
codebook. (3) We propose a Face Recapture module, which can effectively recover richer facial
details and recapture the identity of the target subject.

2 Related Work

Talking Head Generation. The goal of talking head synthesis is to generate realistic face videos
based on a driving video or audio. Depending on the driving signal, talking head synthesis can be
divided into video-driven methods and audio-driven methods. Video-driven methods [43, 53, 3, 32, 4,
48, 42] aim to establish the mapping between the reference face and the driving head motion, such as
head/mouth movements, expressions, etc. For instance, DaGAN [12] learns to face depth maps and
3D facial geometry in a self-supervised manner to estimate motion fields. While MetaPortrait [53]
estimates the warping flow between the driving and reference face through predefined dense facial
key points. Audio-driven methods[40, 52, 41, 7, 24, 15, 6, 46] focus on ensuring the generated mouth
movements are synchronized with the given audio. For example, Wav2lip [30] edits the mouth area
of the face video based on the input audio signal and employs a discriminator to ensure lip-sync.
Similarly, StyleSync [6] generates lip-sync face videos by combining audio information with masked
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facial spatial information in style space. Although these methods can produce high-quality face
videos, they lack comprehensive pose movements and gestures, limiting their application scenarios.

Human Body Animation The human video synthesis task aims to generate a full-body human
video with the reference person appearance and driving pose. According to the pipeline, these
methods can be divided into two categories: implicit methods and explicit warp-based methods. For
the first category, some early GAN-based algorithms [16, 18, 37] map or manipulate the reference
appearance to the driving pose in the latent space, subsequently generating the target video. In
recent years, significant progress has been made in human video generation by leveraging powerful
diffusion models. Some approaches [44, 19, 47]integrate the reference appearance details with driving
information through cross-attention mechanisms in the Denoising U-Net, resulting in enhanced
generation quality. The warp-based methods [34, 23, 35, 54, 25, 45] warp the reference image or its
features to the driving pose by various estimated flows, such as 2D optical flows, and 3D flow fields.
In addition to the aforementioned methods, some efforts [29, 27] employ neural representations of
3D human mesh points in a canonical pose to model human appearance details, thereby achieving
multi-view and temporal consistency in human videos. However, these methods primarily focus on
appearance consistency and full-body pose accuracy, overlooking the importance of facial details and
hand movements for video expressiveness and specific scenario suitability.

3 Method

The overview of our proposed framework ShowMaker is shown in Fig. 1, which can achieve high-
quality video-driven conversational avatar synthesis. In the following, we first define our task in
Sec. 3.1 and provide an overview of our framework pipeline in Sec. 3.2. Then detailed explanations
of our novelly designed modules are demonstrated in Sec. 3.3 and Sec. 3.4. Finally, the training
strategies are introduced in Sec. 3.5.

3.1 Task Formulation

For a conversational video V , we leverage the pre-trained DWPose [50] to extract human body key
points of all frames, including face, body, and hands, and then we paint them into 2D heatmaps
P as driving pose. Given a reference image Ir ∈ RH×W×3 from a target person, and the driving
poses Pd = {P1, P2, . . . , PF } ∈ RF×H×W×3, our task aims at generating target video sequence
V̂ = {Î1, Î2, . . . , ÎF } ∈ RF×H×W×3 with similar facial and body movements as in the driving
poses Pd. The entire generative process can be formulated as V̂ = G (Ir, Pd), where G represents the
generative model.

3.2 Pipeline Overview.

Fig. 1 provides an overview of our approach. We follow the recent works [1, 13, 47, 56] to adopt a
dual-stream learning paradigm. The upstream branch (Green Area) processes the reference image,
extracting the appearance information using a VAE encoder and Reference U-Net. In the downstream
branch (Blue Area), the Pose Encoder takes the 2D pose heatmaps as input to extract human pose
information, including face and hand. The subsequent Denoising U-Net effectively integrates the
extracted appearance and driving information to predict noise intensity. Additionally, we introduce a
novel Key Points-based Fine-grained Hand Modeling module to capture robust hand structure and
texture features, and the comprehensive face representations are constructed by the Face Recapture
module. The Denoising U-Net is derived from the pre-trained SD [33], replacing self-attention with
reference-attention and CLIP [31] cross-attention with face attention, where hand attention integrates
hand features from the Key Points-based Fine-grained Hand Modeling module, and face attention
incorporates face features from the Face Recapture module. Additionally, temporal attention layers
are introduced to promote the temporal consistency of the generated images.

Reference U-Net. Numerous studies have demonstrated that the U-Net network outperforms the
CLIP image encoder in terms of appearance extraction. Firstly, the image resolution input to CLIP is
limited to 224× 224, which is insufficient for capturing detailed appearance information. Secondly,
the features extracted by the CLIP image encoder are primarily oriented towards high-level semantic
matching. We thus follow recent works [1, 13, 47, 56] to adopt a duplicate U-Net as our appearance
extraction network named Reference U-Net, initializing its weights from the pre-trained SD.
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Figure 1: Overview of our proposed framework ShowMaker. Our framework adopts a dual-stream
design including a Reference U-Net and a Denoising U-Net, where the former takes a reference
image as input for appearance encoding and the latter takes noise latent and driving poses as input
for diffusion processing. We further equip the backbone with a Key Point-based Fine-grained Hand
Modeling module and a Face Recapture module for fine-grained avatar synthesis.

Specifically, as shown in Fig. 1, the reference image is first encoded into the latent space via the VAE
Encoder and then passed to the Reference U-Net. The feature map zr from each layer in Reference
U-Net is utilized in the reference attention mechanism for appearance detail fusion. Initially, zr is
repeated F times along the temporal dimension to form zr ∈ RB×F×h×w×c to match the size of the
denoising feature map. Here, B indicates the batch size.

Pose Encoder. To reduce computational complexity, we employ a lightweight network as the pose
encoder which consists of 8 convolutional layers initialized with Gaussian weights, with the final
layer utilizing zero convolution. The pose information extracted by the pose encoder is then added to
the noise latent and fed into the Denoising U-Net.

3.3 Key point-based Fine-grained Hand Modeling

Although the driving pose provides important guidance for hand synthesis, the hand regions only
occupy a limited number of pixels. The convolution operation in the pose encoder and Denoising
U-Net repeatedly downsamples the spatial size, which progressively weakens this guidance and
results in unexpected structural and textural artifacts. Considering hand key points are clearly defined
and cannot be constrained by the resolution of the hand region, we make our attempt to enhance this
guidance by involving absolute coordinates of hand key points as additional inputs. Specifically, given
the m key points of one hand K = [k1; k2; . . . ; km], we first use Fourier positional encoding [26] to
map their coordinates into a high-dimensional space, which can capture subtle differences in hand
gestures. Formally, the frequency function F in positional encoding is defined as:

F(k) = [
(
sin

(
20πk

)
, cos

(
20πk

)
, · · · , sin

(
2L−1πk

)
, cos

(
2L−1πk

))
, k]. (1)

Here k ∈ R2 is the coordinate value of a single hand key point, which has been normalized to
[0, 1]. Notably, we retain the original coordinate value in Eq. 1 and we set L = 20 by default. By
using the function F , the coordinates of hand key points Kh ∈ RB×F×2×2m can be mapped to high
dimensional space Fh ∈ RB×F×2×2m∗(2L+1), which enables reliable enhancement on the guidance
from the raw driving poses Pd. Here, the first 2 denotes two hands (both left and right hand).
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Based on the enhanced hand structure guidance, we additionally design a key point-based hand
texture codebook that achieves fine-grained hand texture synthesis. Particularly, as illustrated in
Fig. 1 (c), the key point-based hand texture codebook consists of a set of learnable basis vectors
Chand = {γi}mi=1, γi ∈ Rd, which is built in the same topology as the m hand key points mentioned
above. It is worth noting that though the left hand and right hand are symmetric in geometry, they
share the same topology (i.e., the order of key points is the same). Moreover, these basis vectors are
constrained to be orthogonal so that each basis vector represents a distinct hand texture pattern and
only requires an emphasis on the texture modeling around its corresponding key point. Specifically,
any two basis vectors γi, γj satisfy the following conditions:

< γi, γj >=

{
0 i ̸= j,

1 i = j.
(2)

Subsequently, a self-attention layer followed by a linear projection layer is employed to predict the
weights of hand texture patterns A ∈ RB×F×2×m from Fh. By applying a weighted combination on
all the basis vectors, we obtain the key point-based hand texture compensation defined as:

Gh =

m∑
i=1

aiγi. (3)

Finally, the output feature Gh ∈ RB×F×2×d is sent to the hand attention layers in the Denoising
U-Net for cross-attention calculation. Additionally, to explicitly inject hand motion information into
the denoising latent feature maps, we apply a hand mask Mh to provide emphasis guidance on the
hand regions, which can be expressed as:

latents = Atthand(latents,Gh,Gh) ∗Mh + latents,

Atthand(latents,Gh,Gh) = Softmax

(
(WQ · latents)(WK · Gh)

⊤
√
d

)
· (WV · Gh).

(4)

where latents denotes the denoising latent feature maps, WQ, WK , WV represent learnable weights
for the cross-attention modules.

3.4 Face Recapture Module
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Figure 2: Architecture of the proposed Face Recapture Module.

Similar to the challenge
with hand generation, pro-
ducing a satisfactory face
in human video synthe-
sis is difficult. Most
approaches rely on post-
processing strategies to ad-
dress this issue, but these
methods significantly in-
crease training and infer-
ence costs. In this paper,
we design a Face Recap-
ture module to extract com-
prehensive face information
and inject it into the face at-
tention layer in the Denois-
ing U-Net to improve the quality of the generated faces.

Specifically, as shown in Fig. 2, we enhance the face area of the generated image from two aspects:
texture details and global identity. First, we use a face detection model to crop and align the face from
the reference image. Next, the pre-trained VAE Encoder and face recognition model ArcFace are
leveraged to extract the facial texture feature Ftex and global identity feature Fid, respectively. For
the facial texture feature, we perform feature enhancement by combining a MLP and a self-attention
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layer. We then repeat these features F times along the temporal dimension to match the size of
driving poses and produce Fid ∈ RB×F×1×did and Ftex ∈ RB×F×(hw)×df .

In the meantime, we crop out the corresponding facial pose information Fd from the driving pose
feature maps according to the face mask Mf . Similarly, a MLP and a self-attention are proposed
for feature enhancement on Fd ∈ RB×F×(hw)×df . In order to equip Fd with textural and identity
information, we adopt two separate cross-attention blocks to embed texture and identity information
into the Fd, respectively. Specifically, by taking Fd as query, Ftex as key and value, we define the
texture fusing process as Gtex = Atttex(Fd,Ftex,Ftex). Similarly, by taking Fd as query, Fid as
key and value, we can obtain the fused identity feature Gid through Gid = Attid(Fd,Fid,Fid). The
comprehensive face information is obtained by

Gf = MLP(Gtex + Gid). (5)

Finally, Gf ∈ RB×F×(hw)×df is injected into the face attention layer in the Denoising U-Net.
Similarly, the face mask is utilized to constrain the latent feature maps after face attention:

latents = Attface(latents,Gf ,Gf ) ∗Mf + latents. (6)

3.5 Training strategies

During the diffusion process, the random noise is continuously added to the real image until it reaches
a state of Gaussian noise. Conversely, the generation process within the diffusion model is the inverse
of the diffusion process, which takes random Gaussian noise as input and generates real images
through gradual denoising. In the training process, the diffusion model leverages the Denoising U-Net
to predict the added noise at various time steps and the optimization objective can be defined as:

L = Ezt,c,ϵ,t

(
∥ϵ− ϵθ (zt, c, t)∥22

)
, (7)

where c is the conditional features, ϵθ represents the Denoising U-Net, zt is the denoising latent
feature maps at timestep t.

In our work, we adopt a two-stage training strategy to separately perform appearance modeling and
temporal consistency modeling. The first stage is image-level training. During this stage, we set
F = 1, the training goal is to accurately map the appearance details from the reference image to
the driving pose. The VAE encoder and CLIP Image encoder are fixed, and the rest of the network
except for the temporal attention are all trainable. In terms of the second stage, the objective is to
improve the temporal coherence of the generated frames. During this stage, we only perform training
on the temporal attention layer with all other network weights fixed and the weights for the temporal
attention layers in the Denoising U-Net are initialized by the pre-trained AnimateDiff [8]. The loss
function can be reformulated as:

L = E
(
∥ϵ− ϵθ (zt, zr,Gh,Mh,Gf ,Mf , t)∥22

)
, (8)

where zr represents the appearance feature maps extracted by Reference U-Net, Gh represents the
hand movement feature maps from the Key Point-based Fine-grained Hand Modeling module, and
Gf is the face feature maps obtained by the Face Recapture Module. Additionally, Mh and Mf

denote the masks for the face and hand regions, respectively.

It is worth noting that in order to focus on the face and hand area generation, in the later phase
of the first training stage, we adopt the hand mask and face mask to calculate the L1 loss of the
corresponding area as the final loss every 10 iterations.

4 Experiments

4.1 Experimental Settings

Datasets. In order to verify the effectiveness of the proposed method, we select the videos of two
actors, Seth and Oliver, in the talkshow [51] dataset for training and testing. In addition, to enrich the
diversity of characters and hand movements, we record videos of seven people in the indoor scene.
The video length of each person is about 10 minutes and we divide the videos into multiple clips of
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Figure 3: Qualitative results compared with other methods. Our approach achieves high-fidelity
gesture details and satisfactory image quality in both self and cross-driving settings.

about 8 seconds for training convenience. In addition to simple rhythmic gestures, these recorded
videos also include many complex gestures such as numbers. We randomly divide the training set
and test set according to 9:1.

Implementation Details. For data processing, we crop out the body region with a resolution of
512 × 512 and utilize the pre-trained face detection model [2] to crop and align faces following
FFHQ [20]. The resolution of the face image is 256× 256. The hand and face masks are determined
based on the largest circumscribed rectangle of the corresponding key points. All experiments were
completed on 8 A800s, with a learning rate of 1e-5. For the first training stage, the batch size B is set
to 24, and sequence length F is set to 1. The training step is 100k, which takes about six days. For
the second stage, B and F are set to 1 and 24, respectively with a 30k training step, taking about one
day. During inference, we adopt a CFG [10] of 7.5 and perform 30 denoising steps using the DDIM
sampler. Additionally, to ensure temporal consistency between different clips of the same video, we
use the same reference image, with an overlap of 4 frames between adjacent driving clips.

Comparison Methods. We select several state-of-the-art approaches, including TPS [54], Disco [44],
AnimateAnyone [13], MagicAnimate [47], MagicPose [1], Make-Your-Anchor [17] as our compari-
son methods. TPS is a general animation model based on warping operation, which adopts GAN
as the backbone, the remains are diffusion-based human video generation models. Among them,
Make-Your-Anchor provides the specific person generation model. We finetune these models on the
same training dataset with the official codes and pre-trained models.

Metrics. We comprehensively measure the quality of generated images from pixel space and feature
space using SSIM, PSNR, and FID [9] and adopt FVD [38] to verify the temporal consistency of
generated videos. In addition, the motion accuracies of body (Lbody), face (Lface), and hand (Lhand)
are measured by calculating the mean Euclidean distance between the key points of the generated
images and real images.
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Table 1: Quantitative results of our approach compared with SOTAs. Our method achieves the best
performance on image quality, temporal consistency, and motion precision.

Method SSIM ↑ PSNR ↑ FID ↓ FVD ↓ Lbody ↓ Lface ↓ Lhand ↓
TPS 0.65 29.02 94.77 1120.37 5.99 1.26 17.99
Disco 0.69 29.13 80.76 540.76 5.85 1.52 4.33
AnimateAnyone 0.80 29.41 16.87 365.83 2.73 0.62 1.10
MagicAnimate 0.70 28.55 50.24 665.21 4.48 1.33 3.02
MagicPose 0.82 30.03 16.37 370.75 2.32 0.68 1.12
Ours 0.85 32.23 15.43 197.43 2.27 0.19 0.77

Make-Your-Anchor (Seth) 0.63 29.18 32.32 428.84 4.55 1.07 1.64
Ours (Seth) 0.85 33.14 9.83 193.25 2.10 0.21 0.72

4.2 Comparison with Other Methods

Quantitative Results. The quantitative results of our methods compared with SOTAs are shown
in Tab. 1. Our method achieves the best results on SSIM, PSNR, and FID metrics, underscoring its
clear advantages on image quality. In addition, our method obtains the best FVD indicating that the
temporal consistency of generated videos is superior. Moreover, our approach outperforms others on
the motion accuracy metric including (Lbody), face (Lface), and hand (Lhand) which demonstrates
the precision of generated poses and gestures. Benefiting from the proposed Key Points-based
Fine-grained Hand Modeling module and Face Recapture module, our framework is able to generate
accurate hand gestures and high-fidelity facial details. TPS is a general object animation approach and
struggles with complex human poses and hand postures, resulting in the poorest overall generation
quality. Disco, AnimateAnyone, MagicAnimate and MagicPose focus on generating coarse-grained
human poses without fine-grained modeling of hands and faces, leading to lower generation quality,
particularly in hand gesture accuracy. Note that Make-Your-Anchor [17] only provides a pre-trained
model on Seth data and thus we also report the experimental results on the Seth for a fair comparison.
It is observed that our method outperforms [17] on all metrics.

Qualitative Comparison. For qualitative comparison, we conduct two experimental settings, includ-
ing self-identity and cross-identity driven. The self-identity driven comparison results are shown on
the left of Fig. 3 and 4, where obvious artifacts are marked with red dotted boxes. Our method is
able to generate accurate gestures and high-quality hand details while other approaches fail to convey
complex gestures. In addition, face identity is well-preserved in our results, while other methods lead
to unnatural face shapes, textures, and identity. Note that cross-identity driven is more challenging
and our method still achieves high-fidelity gesture details and satisfactory image quality as indicated
in the right of Fig. 3 and 4. The hand areas of other results are blurry and unrealistic. In summary,
our method makes use of hand and face information through the well-designed Key Points-based
Fine-grained Hand Modeling module and Face Recapture module, enhancing the video quality which
could meet complicated requirements in conversational scenarios.

Human Evaluation. We conduct a user preference study to evaluate the performance of the proposed
framework. There are 21 samples and 15 human voters in total. For each sample, we present six video
results generated with ShowMaker and other SOTA methods to the human voter in a random order.
The human voters are required to estimate the video results in three aspects: a) Motion Accuracy:
Does the video accurately reproduce the motion in the driving video? b) Appearance Consistency:
Does the subject in the video have a consistent appearance with the reference image? c) Temporal
Consistency: How is the temporal coherence of this video? The rating score ranges from 1 to 5 and
higher scores indicate better preference. As shown in Tab. 3, our method achieves the highest scores
compared with its counterparts, which demonstrates that our method is preferred by a significant
margin on motion accuracy and appearance consistency.

4.3 Ablation Study

To verify the contributions of different components, we train three variants by removing the Key
Points-based Fine-grained Hand Modeling module (HM), the Face Recapture module (FR), and
two-stage training (Stage 2), respectively.
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Table 2: Ablation analysis of HM, FR, and
two-stage training.

Variations FVD ↓ Lface ↓ Lhand ↓
w/o HM 212.25 - 1.12
w/o FR 208.28 0.23 -
w/o Stage 2 373.87 - -
Ours 197.43 0.19 0.77

Table 3: User Study.

Methods Ours Magic
Pose

Magic
Animate

Animate
Anyone

Make-Your-
Anchor Disco TSP

Motion Accuracy 4.53 3.13 2.87 3.69 4.43 2.62 1.84
Appearance Consistency 4.23 3.47 2.00 3.62 4.18 2.16 1.91
Temporal Consistency 4.33 3.00 2.20 3.11 3.57 1.78 1.29

For quantitative results, we report the FVD and motion accuracy metrics in Tab. 2. It is observed that
the HM and FR could enhance gesture accuracy and face quality by a significant margin. The two-
stage training brings about notable improvements in FVD which indicates better temporal consistency.
Additionally, we present qualitative comparisons to verify the effectiveness of the proposed HM and
FR module. As shown in Fig. 5, the generated hands are more satisfactory, and the face shapes and
textures are realistic and clear with the proposed modules.

5 Conclusion and Discussion

Conclusion. In this paper, we propose the framework ShowMaker, which achieves high-fidelity 2D
human video synthesis with two novel designs to achieve fine-grained diffusion modeling. We first
propose a Key Point-based Fine-grained Hand Modeling module for robust and fine-grained hand
synthesis which takes advantage of 2D hand key points and a key point-based codebook. To further
reconstruct the facial details and identity information, we introduce a Face Recapture module, which
effectively equips the structure information with detailed textural information and global identity.
Quantitative and qualitative evaluation has indicated the superiority of our framework beyond the
existing approaches.

Limitations. Despite the success of our framework, we also recognize some limitations during
the exploration. Firstly, our Key Point-based Fine-grained Hand Modeling module can robustly
manage hand synthesis with occasional incorrect hand gestures. However, DWPose [50] suffers
from performance degradation when handling videos with severe motion blur leading to considerable
perturbation in the driving signal, which inevitably results in unexpected artifacts in our results.
Secondly, our framework produces less satisfactory results when handling challenging cases, such as
reflection on glasses. These will be part of our future work.

Broader Impact. Our method focuses on synthesizing realistic 2D avatars with rich facial expressions
and complex hand gestures, which is intended for developing digital humans under more daily
scenarios like TV shows. However, it may also be misused for some malicious purposes on social
media, which leads to negative impacts on the whole society. Therefore, we will make our efforts
to strictly oversee the dissemination of our models as well as the resulting content and also restrict
access solely to research-oriented demands. We believe that the proper use of this technique will
enhance positive societal development in both machine learning research and daily life.
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A Appendix

A.1 Pose Encoder Structure

Fig. 6 shows the detailed network structure of the pose encoder.

A.2 Dataset Details

Tab. 4 gives the number of training and testing clips for the indoor recording dataset and talkshow
dataset. The length of each clip is 2-15 seconds.

When preparing the training data, we first produce the DWPose results from each frame and set the
center of shoulders as the cropping center. Then we crop the original video frame using an adaptive
cropping size, where the cropping size is designed as a fixed ratio (we set it to 2.65) of the shoulder
width. This operation forces the human body to lie in a roughly consistent position. Finally, all
cropped images are resized to 512× 512.

In the inference stage, for the cross-identity driven setting, we further bridge the gap between body
shapes by scaling the driving poses to match the reference pose. The scaling ratios of width and
height are defined as Wr/Wd, and Hr/Hd, where W and H represent the shoulder width and the
height of the human body, respectively. The shoulder width is measured as the Euclidean distance
between the left and right shoulder key points, while the body height is determined by the Euclidean
distance from the nose key point to the pelvis key point.

A.3 More Ablation Experiments

To further verify the effectiveness of the proposed Key point-based Fine-grained Hand Modeling
(HM), we show more ablation experiments in Fig. 7, where Vanilla refers to removing the entire HM
module from our proposed ShowMaker, Hand image refers to adopting the cropped hand image
to extract texture features through the VAE encoder and then feeding it into the hand attention, and
w/o positional encoding refers to not using positional encoding in the HM module. It can be seen
that using the hand image as compensation information has no obvious effect on improving the hand
texture and structure, As for HM, positional encoding can significantly improve the high-frequency
details and structural accuracy of the generated hands.

A.4 Temporal consistency

Fig. 8 shows two generated video sequences, each sequence contains 3 adjacent video frames. It can
be seen that the generated video frames at different times have consistent appearance and no temporal
texture changes occur.

A.5 Challenging Examples

Fig. 9 shows two challenging sample generations. In the example on the left, the driving pose is
extracted from a female video, while the reference image is a male, and the driving gestures and the
reference gesture are very different. In the example on the right, the reference image is not a common
frontal image instead of a side image. Our proposed ShowMaker can still generate target frames well
in these two cases, which shows that our method has satisfied robustness.
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Figure 6: The pose encoder structure consists of 8 convolutional layers, where (Conv 3 × 3 16 1)
represents the kernel size is 3× 3× 16, and the stride is 1. Except for the last convolutional layer,
each convolution is followed by GroupNormalization and the activation function silu.
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Figure 7: Ablation experiments of hand module.

Table 4: Dataset details. ID1-7 are datasets recorded indoors. Seth and Oliver belong to the talkshow
dataset. All training and test sets do not overlap.

IDs The number of clips
in the training set

The number of clips
in the test set

ID1 49 5
ID2 57 6
ID3 56 6
ID4 65 7
ID5 47 5
ID6 64 7
ID7 55 6

Seth 3306 100
Oliver 6746 200
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Figure 8: The generation results of adjacent frames.
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Figure 9: The generated results when the pose difference is obvious.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our main claims in the abstract and introduction accurately reflect the paper’s
contributions and scope.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the limitations of the work in Section Conclusion and Limitation

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We fully disclose all the information needed to reproduce the main experimen-
tal results.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: We will provide the code in the camera-ready version.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We report the training and test details in the paper, including environment and
dataset.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: This paper does not include error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide sufficient information on the computer resources.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conform, in every respect, with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the societal impacts in the paper.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: We describe safeguards for responsible release of data or models by requiring
that users adhere to usage guidelines.
Guidelines:
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We explicitly mention and properly respect the license and terms of use in the
paper and the creators or original owners of assets used in the paper are properly credited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [No]
Justification: Our paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
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Justification: We report the full text of instructions.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [No]
Justification: Our user study does not apply to it.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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