
A Appendix and Supplementary Materials1

A.1 Zero-shot TTS Model2

Our internal zero-shot TTS model is an auto-regressive model, which is similar to BASE TTS [13].3

We evaluate our TTS model with some objective metrics. We assess objective metrics including4

speaker similarity (SIM-O and SIM-R), and robustness (WER) in the following ways: 1) To evaluate5

speaker similarity, we use the WavLM-TDCNN [5] speaker embedding model. This model measures6

how closely generated samples match the original prompt (SIM-O) and the reconstructed prompt7

(SIM-R). 2) For measuring robustness, we calculate the Word Error Rate (WER) using a CTC-based8

HuBERT model1 that was initially trained on Librilight and subsequently finetuned on the 960-9

hour training dataset from LibriSpeech. We compare our models with SOTA auto-regressive TTS10

models: VALL-E [20], and CLaM-TTS [12], VoiceCraft [16], XTTS-v22, and WhisperSpeech3. we11

adapt classifier-free guidance (cfg) [8, 19] for better generation. We use LibriSpeech test-clean for12

evaluation, which contains 40 distinct speakers. Following [20, 10], we randomly select one sentence13

for each speaker as the target and a 3-second clip as the prompt from the same speaker’s speech.14

Training Data Sim-O↑ Sim-R↑ WER↓
Ground Truth - 0.68 - 0.34

VALL-E LibriLight - 0.58 5.9
CLaM-TTS MLS 0.49 0.54 5.11
VoiceCraft GigaSpeech 0.45 - 6.68
XTTS-v2 - 0.51 - 5.5
WhisperSpeech LibriLight 0.48 - 4.78

Ours LibriLight 0.58 0.61 5.56
Ours (w. cfg) LibriLight 0.60 0.63 4.32
Ours (w. cfg, rerank 5) LibriLight 0.63 0.66 2.01

A.2 Prompts for Generating Responses15

A.2.1 Prompts for Training Set16

[System]
Let's simulate a conversation between a simulated speaker and you, ChatGPT. I 
need your help to finish the following three tasks:
1. Generate your reply which consists of two or more sentences to the 
simulated speaker. Your reply should be able to reflect the provided 
information.
2. Select an appropriate emotion (happy, sad, fear, angry, surprise, neutral, 
disgust) for your reply, which should be conveyed through the language used.
3. Explain how your reply reflects the provided information of the simulated 
speaker. Your reason should be less than 3 sentences.

Your output must strictly adhere to JSON format with three keys: "reply", 
"reply_emotion" and "reason" corresponding to your answers for the three tasks.

[What the simulated speaker said]
{input_statement}

[Emotion of the simulated speaker]
{emotion}

Figure 1: The prompt used to generate responses of utterances for training set related to emotion.

1https://huggingface.co/facebook/hubert-large-ls960-ft
2https://huggingface.co/coqui/XTTS-v2
3https://github.com/collabora/WhisperSpeech
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[System]
Let's simulate a conversation between a simulated speaker and you, ChatGPT. I 
need your help to finish the following two tasks:
1. Generate a reply of two or more sentences to the simulated speaker. Ensure 
that your reply mimics the provided information, including adopting a similar 
accent style as the simulated speaker.
2. Explain how your reply reflects the provided information of the simulated 
speaker. Your reason should be less than 3 sentences.

Your response must be formatted in JSON, with two keys: "reply" for the first 
task and "reason" for the second task.

[What the simulated speaker said]
{input_statement}

[Accent of the simulated speaker]
{accent}

Figure 2: The prompt used to generate responses of utterances for training related to accent.

[System]
Simulate a conversation between a child and ChatGPT. Complete the following 
tasks:
1. Generate a reply consisting of at least two sentences, tailored to the 
child's age provided in the input.
2. Briefly explain (in less than three sentences) how your reply considers the 
child's age.

Your output must strictly adhere to JSON format with three keys: "reply", 
"reply_emotion" and "reason" corresponding to your answers for the three tasks.

[What the simulated child said]
{input_statement}

[Child’s Age]
{age}

Figure 3: The prompt used to generate responses of utterances for training related to age.

[System]
You are tasked with simulating a conversation between a simulated speaker and 
yourself, ChatGPT. Could you give responses based on a text with a certain 
environmental sound? For the scenario, provide a brief description of the 
background sound and **five** suitable model response that aligns with the 
context.

Your response must be formatted in JSON, each entry should contain the 
following keys: "reply", "reason”.

[What the simulated speaker said]
{input_statement}

[Background Sound]
{background_sound}

Figure 4: The prompt used to generate responses of utterances for training related to background
sound.
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A.2.2 Prompts for SD-Eval17

[System]
Let's simulate a conversation between a hypothetical speaker and ChatGPT. I 
need you to:
1. Create **five** diverse responses, each consisting of two or more sentences, 
in reaction to the speaker's statement. Each response should appropriately 
reflect the context and content provided by the speaker.
2. Assign an emotion selected from **joy, sadness, fear, anger, surprise, 
neutral and disgust** to each response, with the language of the reply 
demonstrating this emotion.

Format each of your responses with XML tags, such as <reply>reply</reply> and 
<reply_emotion>reply emotion</reply_emotion>, which are corresponding to the 
tasks above.

[Simulated Speaker’s Statement]
{input_statement}

[Speaker’s Emotion]
{emotion}

Figure 5: The prompt used to generate responses of utterances for test-emo.

[System]
Simulate a conversation between a hypothetical speaker and ChatGPT. Produce 
**five** varied responses, each comprising at least two sentences. Ensure that 
your reply mimics the provided information, including adopting a similar 
accent style as the simulated speaker. Your output should be **strictly** 
formatted for each response using XML tags, <reply> and </reply>.

[Simulated Speaker’s Statement]
{input_statement}

[Speaker’s Accent]
{accent}

Figure 6: The prompt used to generate responses of utterances for test-acc.

[System]
Simulate a conversation between a child and ChatGPT. Produce **five** varied 
responses, each comprising at least two sentences, suited to the child's age 
specified in the input. Your output should be **strictly** formatted for each 
response using XML tags, <reply> and </reply>.

[Simulated Child’s Statement]
{input_statement}

[Child’s Age]
{age}

Figure 7: The prompt used to generate responses of utterances for test-age.
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[System]
You are tasked with simulating a conversation between a simulated speaker and 
yourself, ChatGPT. Could you give responses based on a text with a certain 
environmental sound? For the scenario, provide a brief description of the 
background sound and **five** suitable model response that aligns with the 
context.

Your response must be formatted in JSON, each entry should contain the 
following keys: "reply", "reason”.

[What the simulated speaker said]
{input_statement}

[Background Sound]
{background_sound}

Figure 8: The prompt used to generate responses of utterances for test-env.

A.3 Prompts for LLM Evaluation18

[System]
Please act as an impartial judge and evaluate the quality of the response 
provided by an AI assistant to the user's statement and emotion displayed 
below. Your evaluation should consider whether it contains an appropriate 
sentiment with respect to the user's emotion. Please also consider factors 
such as the naturalness, coherence, engagingness and groundedness of the 
response. Please make sure you read and understand these instructions 
carefully. Please be as objective as possible. Begin your evaluation by 
providing a short explanation. After providing your explanation, please rate 
the response on a scale of 1 to 10 by **strictly** following this format: 
"Rating: [[rating]]", for example: "Rating: [[5]]".

[User's Statement]
{statement}

[User's Emotion]
{info}

[AI Assistant's Response]
{response}

Figure 9: The prompt for evaluating test-emo using LLM.

4



[System]
Please act as an impartial judge and evaluate the quality of the response 
provided by an AI assistant to the user's statement and accent displayed below. 
Your evaluation should consider whether the AI assistant recognizes the user's 
accent correctly so that the response contains appropriate slang with respect 
to the user's accent. Please also consider factors such as the naturalness, 
coherence, engagingness and groundedness of the response. Please make sure you 
read and understand these instructions carefully. Please be as objective as 
possible. Begin your evaluation by providing a short explanation. After 
providing your explanation, please rate the response on a scale of 1 to 10 by 
**strictly** following this format: "Rating: [[rating]]", for example: "Rating: 
[[5]]".

[User's Statement]
{statement}

[User's Accent]
{info}

[AI Assistant's Response]
{response}

Figure 10: The prompt for evaluating test-acc using LLM.

[System]
Please act as an impartial judge and evaluate the quality of the response 
provided by an AI assistant to the user's statement and age displayed below. 
Your evaluation should consider whether it contains an appropriate tone of 
voice with respect to the user's age. Please also consider factors such as the 
naturalness, coherence, engagingness and groundedness of the response. Please 
make sure you read and understand these instructions carefully. Please be as 
objective as possible. Begin your evaluation by providing a short explanation. 
After providing your explanation, please rate the response on a scale of 1 to 
10 by **strictly** following this format: "Rating: [[rating]]", for example: 
"Rating: [[5]]".

[User's Statement]
{statement}

[User's Age]
{info}

[AI Assistant's Response]
{response}

Figure 11: The prompt for evaluating test-age using LLM.
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[System]
Please act as an impartial judge and evaluate the quality of the response 
provided by an AI assistant to the user's statement and background sound 
displayed below. Your evaluation should consider whether it considers the 
user's background sound and generates an appropriate response. Please also 
consider factors such as the naturalness, coherence, engagingness and 
groundedness of the response. Please make sure you read and understand these 
instructions carefully. Please be as objective as possible. Begin your 
evaluation by providing a short explanation. After providing your explanation, 
please rate the response on a scale of 1 to 10 by **strictly** following this 
format: "Rating: [[rating]]", for example: "Rating: [[5]]".

[User's Statement]
{statement}

[User's Background Sound]
{info}

[AI Assistant's Response]
{response}

Figure 12: The prompt for evaluating test-env using LLM.
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A.4 Prompts for Generating Dialogue Data of test-env19

[System]
You are tasked with simulating a conversation between a simulated 
speaker and yourself, ChatGPT. Could you provide examples of how a 
speech dialogue model would adapt its responses based on different 
environmental sounds? Please include scenarios where the model detects 
distinctive background noises (such as in a busy marketplace, at a beach, 
children's voice, or during a thunderstorm). For each scenario, provide 
a brief description of the background sound and a suitable model 
response that aligns with the context. Let's first focus on a special 
background noise type: {background_sound}. Your response must be 
formatted in JSON, each entry should contain the four keys: "text", 
"background", "reply", and "reason", "reason" should focus on why the 
reply may change due to the presence of background sound. I will give 
you some examples:
﻿
{text: "Can you tell me about the effects of adult beverages on health?", 
background: "children's voice", reply: ["It sounds like there might be 
little ears around! If you're asking for general health information, 
it's important to maintain a balanced lifestyle, which includes 
moderation in all things."], reason: "The large model can answer the 
question about the effects of adult beverages, but because there are 
children's voices in the background, it is not suitable for direct 
answers, but for discussing more general health topics."}
﻿
{text: "What should I wear today?", background: "raining or thundering", 
reply: ["Given the rainy and windy weather outside, I recommend wearing 
a waterproof jacket and sturdy, water-resistant shoes. Would you like a 
reminder to bring an umbrella?"], reason: "Since there are sounds of 
rain and thunder in the background, it is recommended to bring an 
umbrella."}
﻿
{text: "Where's a good place to eat around here?", background: "driving 
or traffic", reply: ["Since you're on the road, I'll find something easy 
to access. There's a highly-rated grill just off the next exit. Want me 
to guide you there?"], reason: "..."}
﻿
OK, now it's your turn! Please provide examples of how a speech dialogue 
model would adapt its responses based on different environmental sounds, 
let's firstly focus on a special background types: {background_sound}. 
In my examples, each "reply" contains only one response. You should 
provide five proper responses for each example. Please generate five 
examples. Each example contains five responses, and for each example, 
only give one reason for general.

Figure 13: The prompt for generating dialogue data of test-env.

A.5 Potential Negative Societal Impacts20

SD-Eval may have potential negative societal impacts for test-acc subset, as it currently includes only21

accents from the United Kingdom, Canada, the United States, Australia, and New Zealand. In the22

future, we plan to enhance the diversity of the test set by incorporating accents from a broader range23

of countries.24
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A.6 License of Public Dataset25

Table 1 lists the licenses for all publicly available datasets used to construct SD-Eval. We strictly26

adhere to the licenses of these datasets. Specifically, we will not directly provide downloads of27

these datasets or bundle them with our data. Instead, we provide links to the original websites of28

the datasets. We promise the data we are using/curating does not contain personally identifiable29

information or offensive content.30

Table 1: Licenses of public datasets used to construct SD-Eval.

Dataset Name License

VCTK [22] CC-BY-4.0
Common Voice v16.1 [2] CC-BY-SA-3.0-Unported

RAVDESS [14] CC-BY-NC-SA
JL Corpus [9] CC0-public

AudioCaps [11] MIT
LibriSpeech [15] CC-BY-4.0

MEAD [21] Link
MyST [18] Link

A.7 Statistics of Training Set31

Table 2 shows the statistics of training set. For training data related to the environment, we generate32

one response for each sentence, except for data related to the environment, which has five different33

responses for each sentence to serve the purpose of data augmentation.34

Table 2: Statistics of training set. ChatGPT Version refers to the specific version of ChatGPT used to
generate the data.

Type # Hours # Utts Constructed From Labels ChatGPT Version

Emotion 120.60 100.5k
MSP-Podcast [14], IEMOCAP [3], Angry, Contempt, Disgust, Fear, Happy,

GPT-3.5-TurboMELD [17], EmoV-DB [1], Neutral, Sad, Surprise,Frustrated
ESD [23], CREMA-D [4] Excited, Amused, Sleepiness

Accent 759.75 508.6k VCTK [22], UK-Ireland dataset [7]
England, Scottish, Northern Irish,

GPT-4oWelsh, Irish, American, Canadian,
Australian, Nea Zealand

Environment 32.06 47.1k LibriSpeech[15], AudioCaps [11]

Driving, Children’s Voice, Sea Beach,

GPT-4-TurboRaining or Thundering, Bells
Sports Center, Shopping Center,
Bus or Subway

Age 140.31 73.2k MyST [18] Child GPT-3.5-Turbo

Summary 1,052.72 729.4k - - -

A.8 Datasheets for SD-Eval35

A.8.1 Motivation36

• For what purpose was the dataset created? The dataset is designed as a novel bench-37

mark dataset for multidimensional evaluation of spoken dialogue understanding beyond38

words. The dataset is to promote the development of more empathetic and intelligent spo-39

ken dialogue systems that can generate appropriate responses based on paralinguistic and40

environmental information.41

• Who created the dataset (e.g., which team, research group) and on behalf of which42

entity (e.g., company, institution, organization)? N/A. Our submission is double-blinded.43

• Who funded the creation of the dataset? N/A. Our submission is double-blinded.44

• Any other comments? None.45
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A.8.2 Composition46

• What do the instances that comprise the dataset represent (e.g., documents, photos,47

people, countries)? Our data is comprised of documented forms that contain relevant48

information.49

• How many instances are there in total (of each type, if appropriate)? Totally 7,30350

instances. See Table 1 in paper.51

• Does the dataset contain all possible instances or is it a sample (not necessarily random)52

of instances from a larger set? We construct the dataset using public datasets from 453

aspects and will add more in the future.54

• What data does each instance consist of? Each instance includes utt_id, transcript,55

response, and info (indicating emotion, accent, age, or background sound), the name of56

the original dataset, and the corresponding audio file (which may need to download from57

original dataset).58

• Is there a label or target associated with each instance? Yes. The reference responses59

generated by ChatGPT are provided.60

• Is any information missing from individual instances? No.61

• Are relationships between individual instances made explicit (e.g., users’ movie ratings,62

social network links)? No.63

• Are there recommended data splits (e.g., training, development/validation, testing)?64

Yes. See Table 1 in paper.65

• Are there any errors, sources of noise, or redundancies in the dataset? No.66

• Is the dataset self-contained, or does it link to or otherwise rely on external resources67

(e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a)68

are there guarantees that they will exist, and remain constant, over time; b) are there69

official archival versions of the complete dataset (i.e., including the external resources70

as they existed at the time the dataset was created); c) are there any restrictions (e.g.,71

licenses, fees) associated with any of the external resources that might apply to a dataset72

consumer? Please provide descriptions of all external resources and any restrictions73

associated with them, as well as links or other access points, as appropriate. See74

Appendix A.6. We can not ensure the public datasets exist forever and consistent but they75

should exist for a long time as some of them are published for many years.76

• Does the dataset contain data that might be considered confidential (e.g., data that is77

protected by legal privilege or by doctor–patient confidentiality, data that includes the78

content of individuals’ non-public communications)? No.79

• Does the dataset contain data that, if viewed directly, might be offensive, insulting,80

threatening, or might otherwise cause anxiety? No.81

• Does the dataset identify any subpopulations (e.g., by age, gender)? Yes for age. test-age82

contains data from MyST [18] which is children speech data. Under test-age, the ratio of83

utterances for child and adult is 1:1.84

• Is it possible to identify individuals (i.e., one or more natural persons), either directly85

or indirectly (i.e., in combination with other data) from the dataset? No.86

• Does the dataset contain data that might be considered sensitive in any way (e.g.,87

data that reveals race or ethnic origins, sexual orientations, religious beliefs, political88

opinions or union memberships, or locations; financial or health data; biometric or89

genetic data; forms of government identification, such as social security numbers;90

criminal history)? test-acc is related to accent, which are constructed from VCTK [22] and91

Common Voice [2].92

• Any other comments? None.93
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A.8.3 Collection Process94

• How was the data associated with each instance acquired? See Section 3 of paper.95

• What mechanisms or procedures were used to collect the data (e.g., hardware appa-96

ratuses or sensors, manual human curation, software programs, software APIs)? See97

Section 3 of paper.98

• If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,99

deterministic, probabilistic with specific sampling probabilities)? See Section 3 of paper.100

• Who was involved in the data collection process (e.g., students, crowdworkers, contrac-101

tors) and how were they compensated (e.g., how much were crowdworkers paid)? No102

data collection process since the dataset is built by public datasets.103

• Over what timeframe was the data collected? N/A.104

• Were any ethical review processes conducted (e.g., by an institutional review board)?105

N/A. The dataset is built by public datasets.106

A.8.4 Preprocessing/cleaning/labeling107

• Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-108

ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,109

processing of missing values)? Yes. See Section 3 of paper.110

• Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to111

support unanticipated future uses)? No. The dataset is built by public datasets.112

• Is the software that was used to preprocess/clean/label the data available? Part of them113

is available. And we provide all details in section 3 of the paper.114

• Any other comments? None.115

A.8.5 Uses116

• Has the dataset been used for any tasks already? Yes.117

• Is there a repository that links to any or all papers or systems that use the dataset? No.118

• What (other) tasks could the dataset be used for? Spoken dialogue evaluation for four119

aspects.120

• Is there anything about the composition of the dataset or the way it was collected and121

preprocessed/cleaned/labeled that might impact future uses? No.122

• Are there tasks for which the dataset should not be used? No.123

• Any other comments? None.124

A.8.6 Distribution125

• Will the dataset be distributed to third parties outside of the entity (e.g., company,126

institution, organization) on behalf of which the dataset was created? Yes.127

• How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? It will128

be distributed by Github and Huggingface.129

• When will the dataset be distributed? When we are ready, or when the paper is accepted.130

• Will the dataset be distributed under a copyright or other intellectual property (IP)131

license, and/or under applicable terms of use (ToU)? Yes. The license is CC-BY-NC 4.0.132

• Have any third parties imposed IP-based or other restrictions on the data associated133

with the instances Yes, please check Appendix A.6.134

• Do any export controls or other regulatory restrictions apply to the dataset or to135

individual instances? No.136

• Any other comments? None.137
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A.8.7 Maintenance138

• Who will be supporting/hosting/maintaining the dataset? The authors will be support-139

ing/hosting/maintaining the dataset.140

• How can the owner/curator/manager of the dataset be contacted (e.g., email address)?141

The authors can be contacted by email. And issues are also accepted on Github/Huggingface.142

• Is there an erratum? N/A.143

• Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete144

instances)? Yes. We will continue to maintain the dataset after releasing.145

• If the dataset relates to people, are there applicable limits on the retention of the data146

associated with the instances (e.g., were the individuals in question told that their data147

would be retained for a fixed period of time and then deleted)? N/A.148

• Will older versions of the dataset continue to be supported/hosted/maintained? The149

decision depends on the reason for the update. We will specify the reason and indicate150

whether the original version will be retained.151

• If others want to extend/augment/build on/contribute to the dataset, is there a mecha-152

nism for them to do so? Yes, we allow others to contribute to our dataset. We will specify153

the way for contribution after releasing dataset.154

• Any other comments? None.155

A.9 URL to Website / Platform Where the Dataset/Benchmark can be Viewed and156

Downloaded by the Reviewers157

We upload four json files called test-emo, test-acc, test-age, and test-env under folder json_data,158

which contains all data except the audio. We will not directly provide downloads of these datasets or159

bundle them with our data. Instead, we provide links to the original websites of the datasets as shown160

in Table 1. In addition, we offer our synthesized data, including portions of the test-age and test-env161

datasets. The link to download the synthesised data is https://drive.google.com/file/d/162

1ILnV2fS7kRoPofmG2GZcD5Y2qM-tjqU7/view?usp=sharing. For each utterance, it contains163

the following keys:164

• utt_id: Utterance id.165

• wav_path: Wav file path to find the audio inside the dataset.166

• transcript: Ground truth transcript for each audio.167

• info: What emotion, accent, age or background sound for this utterance.168

• dataset_name: Which dataset this utterance is from.169

• target: The responses generated by ChatGPT.170

A.10 The Machine Learning Reproducibility Checklist171

For all models and algorithms presented, check if you include:172

• A clear description of the mathematical setting, algorithm, and/or model. ✓173

• An analysis of the complexity (time, space, sample size) of any algorithm. N/A174

• A link to a downloadable source code, with specification of all dependencies, including175

external libraries. × We upload source code in supplementary materials, which is under176

the folder “xtuner-speech-main”. You can try to reproduce and check the hyper-parameters177

by using the config files under “xtuner-speech-main/xtuner/configs/llama_speech”.178

For any theoretical claim, check if you include.179

• A statement of the result. ✓180
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• A clear explanation of any assumptions. ✓181

• A complete proof of the claim. N/A.182

For all figures and tables that present empirical results, check if you include:183

• A complete description of the data collection process, including sample size. ✓184

• A link to a downloadable version of the dataset or simulation environment. × We185

provide dataset in supplementary materials.186

• An explanation of any data that were excluded, description of any pre-processing step.187

✓188

• An explanation of how samples were allocated for training/validation /testing. ✓189

• The range of hyper-parameters considered, method to select the best hyper-parameter190

configuration, and specification of all hyper-parameters used to generate results. × We191

do not provide the method to select the best hyper-parameter configuration but we provide192

almost all details to conduct experiments and most of the hyper-parameters are default which193

are used in the Xtuner [6].194

• The exact number of evaluation runs. ✓195

• A description of how experiments were run. ✓196

• A clear definition of the specific measure or statistics used to report results. ✓197

• Clearly defined error bars. ×198

• A description of results with central tendency (e.g. mean) & yariation (e.g. stddev) ×199

• A description of the computing infrastructure used. ✓200

A.11 Author Statement201

We bear all responsibility in case of violation of rights, etc., and confirmation of the data license.202

A.12 Hosting, Licensing, and Maintenance Plan203

The license of this dataset will be CC-BY-NC 4.0. We will host this dataset on Github and Hugging-204

face. The dataset will be distributed when we are ready, or when the paper is accepted. We will205

ensure continuous availability and easy access for the research community. We will continuously206

update the dataset to correct potential errors or to add more data. We welcome feedback and inquiries207

from the research community. We ensure the dataset will be available for a long time with a clear208

maintenance plan.209

A.13 Structured Metadata to a Dataset’s Meta-Data Page Using Web Standards210

Please check “metadata.json” in supplementary material.211
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