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Abstract

We present a novel methodology for convex optimization algorithm design using
ideas from electric RLC circuits. Given an optimization problem, the first stage
of the methodology is to design an appropriate electric circuit whose continuous-
time dynamics converge to the solution of the optimization problem at hand.
Then, the second stage is an automated, computer-assisted discretization of the
continuous-time dynamics, yielding a provably convergent discrete-time algorithm.
Our methodology recovers many classical (distributed) optimization algorithms
and enables users to quickly design and explore a wide range of new algorithms
with convergence guarantees.

1 Introduction

In the classical literature of optimization theory, optimization algorithms are designed with the goal
of establishing fast worst-case convergence guarantees. However, these methods, designed with
the pessimistic framework of worst-case analysis, often exhibit slow practical performance. In the
modern machine learning literature, optimizers are designed with the goal of obtaining fast empirical
performance on a set of practical problems of interest. However, these methods, designed without
consideration of the feasibility of a convergence analysis, tend to be much more difficult to analyze
theoretically, and such methods sometimes even fail to converge under nice idealized assumptions
such as convexity [92, 131].

In this work, we present a novel methodology for convex optimization algorithm design using ideas
from electric RLC (resistor-inductor-capacitor) circuits and the performance estimation problem
[54, 150]. (To clarify, our proposal does not involve building a physical circuit.) Specifically,
our methodology provides a quick and systematic recipe for designing new, provably convergent
optimization algorithms, including distributed optimization algorithms. The ease of the methodology
enables users to quickly explore a wide range of algorithms with convergence guarantees.

Optimization problem formulation. We consider the standard-form optimization problem
minimize f(x)
subject to x ∈ R(E⊺),

(1)

where x ∈ Rm is the optimization variable, f : Rm → R ∪ {∞} is closed, convex, and proper,
and E ∈ Rn×m. Assume we have n nets N1, . . . , Nn forming a partition of {1, . . . ,m}. More
specifically, we let E ∈ Rn×m be a selection matrix defined as

Eij =

{
+1 if j ∈ Ni

0 otherwise. (2)

Our goal is to find a primal-dual solution satisfying the KKT conditions [126, Theorem 28.3]
y ∈ ∂f(x), x ∈ R(E⊺), y ∈ N (E). (3)

As we show through examples, this standard-form problem (1) conveniently models many optimiza-
tion problem setups of practical interest.
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In the analysis and design of optimization algorithms, a standard approach is to consider a continuous-
time model of a given algorithm, corresponding to the limit of small stepsizes [124, 79, 6, 156, 143,
93, 86, 137]. Our work is based on the key observation that such continuous-time models can be
interpreted as RLC circuits connected to the subdifferential operator ∂f , which we interpret as a
nonlinear resistor. We expand on this observation and propose a general methodology for designing
optimization algorithms by designing RLC circuits that relax to the nets defined by E.

Example. Problem (1) represents a general form of distributed optimization, where the constraints
enforce consensus among the primal variables. An example is the so-called consensus problem [30,
§7]

minimize
x1,...,xN∈Rm/N

f1(x1) + · · ·+ fN (xN )

subject to x1 = · · · = xN ,

where x = (x1, . . . , xN ) is the decision variable, the objective function f(x) = f1(x1) + · · · +
fN (xN ) is block-separable, and E⊺ = (I, . . . , I) ∈ Rm×m/N . Refer to sections §E and §F, for an
overview of classical splitting methods and decentralized methods for solving (1).

1.1 Preliminaries and Notation

We generally follow the standard definitions and notations of convex optimization [31, 118, 23,
119, 129]. Consider the extended-valued function f : Rn → R ∪ {∞}. We say f is closed if its
epigraph is closed set in Rn+1 and proper if its value is finite somewhere. We say f is CCP if it
is closed, convex, and proper. For R > 0, we say f is R-smooth if f is finite and differentiable
everywhere and ∥∇f(x) − ∇f(y)∥ ≤ R∥x − y∥ for all x, y ∈ Rn. For µ > 0, we say f is
µ-strongly convex if f(x) − (µ/2)∥x∥2 is convex. Let f∗(y) = supx∈Rn{⟨y, x⟩ − f(x)} denote
the Fenchel conjugate of f . For R > 0 and a CCP f , define the R-Moreau envelope of f as
Rf(x) = infz∈Rn

{
f(z) + 1

2R∥z − x∥2
}

. One can show [23, Proposition 13.24] that the R-Moreau
envelope is given by Rf =

(
f∗ + R

2 ∥ · ∥2
)∗

. If f is 1/R-smooth, we can define [23, Theorem 18.15]
the R-pre-Moreau envelope of f as

f̃ =
(
f∗ − R

2 ∥ · ∥2
)∗
,

which is defined such that R(f̃) = f .

Due to the limited space, we defer the review of prior works to §A of the appendix.

1.2 Contributions

Our work presents two technical novelties, one in continuous time and the other in discrete time. The
first is the observation that many standard optimization algorithms can be interpreted as discretizations
of electric RLC circuits connected to the subdifferential operator ∂f . The second is the use of the
performance estimation problem to obtain an automated recipe for discretizing convergent continuous-
time dynamics into convergent discrete-time algorithms, and we provide code implementing our
automatic discretization methodology.

By combining these two insights, we provide a quick and systematic methodology for designing
new, provably convergent optimization algorithms, including distributed optimization algorithms. We
provide an open-source package that implements automatic discretization of our circuits:

https://github.com/cvxgrp/optimization_via_circuits

2 Continuous-time optimization with circuits

2.1 Interconnects

We now describe two types of electric circuits that we call static and dynamic interconnects. Both
interconnects have m terminals, and we will later connect them to the m inputs of ∂f .
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Static interconnect. The static interconnect is a set of (ideal) wires connecting m terminals and
forming n nets. See Figure 1 for an example. Let x ∈ Rm be a vector of terminal potentials and y ∈
Rm be a vector of currents leaving the terminals. Using matrix E ∈ Rn×m as defined in (2), we can ex-
press Kirchhoff’s voltage law (KVL) as x ∈ R(E⊺) and Kirchhoff’s current law (KCL) as y ∈ N (E).

N1

N2

N3

Static interconnect

Figure 1: Example of a static interconnect,
m = 5, N1 = {1, 3}, N2 = {2, 4}, N3 = {5}.

In other words, the static interconnect enforces the
V-I relationship

(x, y) ∈ R(E⊺)×N (E). (4)

Dynamic interconnect. The dynamic intercon-
nect is an RLC circuit with m terminals and 1
ground node. We assume all inductances and capac-
itances have values in (0,∞) while the resistances
have values in [0,∞). (A 0-ohm resistor is an ideal
wire. We do not permit ideal wire loop.) Each RLC
component has two (scalar-valued) terminals: the
+ and − terminals.

Denote the number of nodes in the RLC circuit by τ . Connect nodes 1, 2, . . . ,m to terminals
1, 2, . . . ,m, and let the last node, node τ , be the ground node. (This implies τ ≥ m+ 1.) Denote the
number of RLC components by σ. We describe the topology with a reduced node incidence matrix
(with the bottom row corresponding to the ground node removed) A ∈ R(τ−1)×σ defined as

Aij =

{
+1 if node i connects to + terminal of component j
−1 if node i connects to − terminal of component j
0 otherwise.

See Figure 2 for an example.

Dynamic interconnect

R1

6
L1

1

L2

3

C1

C2
5

4

2

7

8
y5

y4

y3

y2

y1

A =

R1 R2 R3 L1 L2 C1 C2



1 +1 0 0 −1 0 0 0
2 0 +1 0 0 0 0 0
3 0 0 0 0 −1 0 0
4 0 0 +1 0 0 0 0
5 0 0 0 0 0 −1 +1
6 −1 0 0 +1 +1 0 0
7 0 −1 −1 0 0 +1 0

Figure 2: Example of a dynamic interconnect with τ = 8 nodes, σ = 7 RLC components, m = 5
terminals, and 1 ground node. Reduced node incidence matrix A is provided. (R2 and R3 are 0-ohm
resistors.) This dynamic interconnect is admissible with respect to the static interconnect of Figure 1.

The ground node is designated to have 0 potential, and the potential of any node is the potential
relative to ground. The voltage across a component is the difference of potentials between the + and
− terminals. The current through a component is defined as the current flowing from the + terminal
to the − terminal.

Let x ∈ Rm be the potentials at the m terminals, which are connected to nodes 1, . . . ,m, and y ∈ Rm

be the currents leaving the terminals. Denote the node potential vector with the ground node excluded
(since the potential at ground is 0) by [

x
e

]
∈ Rτ−1.

So, e ∈ Rτ−1−m denotes the potentials at the non-terminal nodes. Denote the vector of voltages
by v ∈ Rσ and the vector of currents by i ∈ Rσ. Then, the currents and voltages of the dynamic
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interconnect satisfy the following V-I relations

(i) Ai =

[
−y
0

]
(KCL) (ii) v = A⊺

[
x
e

]
(KVL)

(iii) vR = DRiR (Resistor) (iv) vL = DL
d

dt
iL (Inductor) (v) iC = DC

d

dt
vC (Capacitor)

where DR, DL, and DC are diagonal matrices respectively with resistances, inductances, and
capacitances values in the diagonals.

Admissibility. When an RLC circuit reaches equilibrium, voltages across inductors and currents
through capacitors are 0. We say a dynamic interconnect is admissible if it relaxes to the static
interconnect at equilibrium. Mathematically, this condition is expressed as{

(x, y)
∣∣∣Ai =

[
−y
0

]
, v = A⊺

[
x
e

]
, vR = DRiR, vL = 0, iC = 0

}
= R(E⊺)×N (E).

As an example, the dynamic interconnect of Figure 2 is admissible with respect to the static intercon-
nect of Figure 1.

2.2 Composing interconnects with ∂f

We view the subdifferential operator ∂f as an m-terminal electric device that is also grounded. Let
x ∈ Rm be the potentials at the m terminals (excluding ground) and y ∈ Rm be the currents flowing
into the m terminals. The ∂f operator enforces the V-I relation

y ∈ ∂f(x).

We connect the m terminals of ∂f to the m terminals of the static and dynamic interconnects.
Immediately, connecting the static interconnect with ∂f enforces the V-I relations (4) and y ∈ ∂f(x),
which combine to be the optimality condition (3). Therefore, the potentials at the m terminals as a
vector in Rm is an optimal x⋆ ∈ Rm solving (1). To clarify, connecting the static interconnect with
∂f leads to a static circuit in the sense that the potential x and current y do not depend on time.

∂f
y⋆5

y⋆4

y⋆3

y⋆2

y⋆1
x⋆
1

x⋆
2

x⋆
3

x⋆
4

x⋆
5

Static interconnect

Figure 3: The static interconnect of Figure 1 connected with ∂f . The potentials at the m terminals is
an optimal x⋆ ∈ Rm solving (1).

Next, we compose (connect) the dynamic interconnect with ∂f . Due to capacitors and inductors, this
circuit is dynamic in the sense that the voltages v(t) and x(t) and currents i(t) and y(t) depend on
time, although we often omit explicitly writing the t-dependence for notational convenience. Then,
the V-I relations of the dynamic interconnect combined with y ∈ ∂f(x) leads to the V-I relation{

(v, i)
∣∣∣ y ∈ ∂f(x), Ai =

[
−y
0

]
, v = A⊺

[
x
e

]
, (5)

vR = DRiR, vL = DL
d

dt
iL, iC = DC

d

dt
vC , t ∈ (0,∞)

}
,

where v(t) = (vR(t), vL(t), vC(t)) ∈ Rσ, i(t) = (iR(t), iL(t), iC(t)) ∈ Rσ, e(t) ∈ Rτ−m−1,
x(t) ∈ Rm, and y(t) ∈ Rm for t ∈ [0,∞).
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Dynamic interconnect

∂f

y5(t)

y4(t)

y3(t)

y2(t)

y1(t)
x1(t)

x2(t)

x3(t)

x4(t)

x5(t)

Figure 4: The dynamic interconnect of Figure 2 connected with ∂f . The potentials at the m terminals
satisfy x(t) → x⋆ for an optimal x⋆ ∈ Rm solving (1) under the conditions of Theorem 2.2.

Under appropriate conditions, the dynamics (5) is mathematically well-posed in the sense that there
exist unique Lipschitz-continuous curves v(t), i(t), x(t), and y(t) satisfying the V-I relation (5) as
formalized in the following Theorem 2.1. The proof, which utilizes the machinery of monotone
operator theory [21, 23, 129], is provided in §B of the appendix.
Theorem 2.1. Assume f is µ-strongly convex and M -smooth. Suppose (v0, i0, x0, y0) satisfy

Ai0 =

[
−y0

0

]
, v0 = A⊺

[
x0

e

]
, v0R = DRi0R, y0 = ∇f(x0).

Then there is a unique Lipschitz continuous curve (v, i, x, y) : [0,∞) → Rσ × Rσ × Rm × Rm

satisfying the conditions in (5) and the initial condition (v(0), i(0), x(0), y(0)) = (v0, i0, x0, y0).

Equillibrium yields a primal-dual solution. With the dynamic interconnect composed with ∂f ,
we generically expect the circuit state (v(t), i(t), x(t), y(t)) to converge (relax) to an equilibrium
state. The admissibility condition ensures that at such an equilibrium, (x, y) will be a primal-dual
solution. We formally state this fact as Theorem C.2 of the Appendix.

2.3 Energy dissipation

Let (v⋆, i⋆, x⋆, y⋆) be an equilibrium of an admissible dynamic interconnect composed with ∂f .
Since the voltages across resistors and inductors and the currents through capacitors are zero under
equilibrium, we have

v⋆ = (v⋆R, v⋆L, v
⋆
C) = (0, 0, v⋆C), i⋆ = (i⋆R, i⋆L, i

⋆
C) = (0, i⋆L, 0).

(We formally show this in Theorem C.2 of the appendix.) Define the energy of the circuit at time t as

E(t) = 1

2
∥vC(t)− v⋆C∥2DC

+
1

2
∥iL(t)− i⋆L∥2DL

, (6)

which is a dissipative (non-increasing) quantity:
d

dt
E = ⟨vC − v⋆C , iC − i⋆C⟩+ ⟨iL − i⋆L, vL − v⋆L⟩

= −∥iR∥2DR
− ⟨x− x⋆, y − y⋆⟩ ≤ 0. (7)

Here, we use i⋆C = 0 and v⋆L = 0 and the fact that the power dissipated by the resistors and ∂f must
come from the energy stored in the capacitors and inductors. This dissipativity property leads to the
following continuous-time convergence.
Theorem 2.2. Assume f : Rm → R is strongly convex and smooth. Assume the dynamic interconnect
is admissible, and let (x⋆, y⋆) be a primal-dual solution pair. Let (v(t), i(t), x(t), y(t)) be a curve
satisfying (5). Then,

lim
t→∞

(x(t), y(t)) = (x⋆, y⋆).

Theorem 2.2 largely follows as a corollary of Theorem 2.1. The formal proof is provided in §D of the
appendix. In §4, we present a systematic framework for finding discretized versions of Theorem 2.2
the corresponding discretized algorithms.
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3 Circuits for classical algorithms

In this section, we present circuits recovering the classical Nesterov acceleration, decentralized
ADMM, and PG-EXTRA. For additional examples and detailed derivations, refer to §E and §F of the
appendix, where we provide circuits and analyses of classical algorithms such as gradient descent [35],
proximal point method [125], proximal gradient method [42], primal decomposition [72, 140], dual
decomposition [59, 96, 63, 142], Douglas–Rachford splitting [123, 53, 101], Davis–Yin splitting [46],
decentralized gradient descent [116, 171], and diffusion [33, 34].

m

Figure 5: Multi-wire notation.

Multi-wire notation. We start by quickly introducing the multi-
wire notation depicted in Figure 5. When optimizing f : Rm → R
and using the m-terminal device ∂f , we will often use dynamic
interconnects that have the same RLC circuit across each net, i.e.,
the dynamic interconnect consists of m identical copies of the same
RLC circuit for the m coordinates of x ∈ Rm. In this case, we use
the diagonal-line notation depicted in Figure 5.

Moreau envelope. We use the following simple identity throughout this work: ∂f composed with
a resistor is equivalent to ∇Rf(x).

∂fx
R

x̃ m ⇔ ∇Rf
x m

To clarify, the equivalence means the two circuits impose the same V-I relation on the m pins of x.
To see this, note

[
∂f(x̃) = 1

R (x− x̃)
]
⇔
[
x̃ = proxRf (x)

]
and use the identity for the gradient of

the Moreau envelope to conclude

∇Rf(x) =
1

R
(x− proxRf (x)) =

1

R
(x− x̃).

See §E.1 of the appendix for further details.

3.1 Nesterov acceleration

Let f : Rm → R be a 1/R-smooth convex function. Then, the circuit corresponding to the classical
Nesterov acceleration is given below.

∇f
m

C
R

L

−R
x ⇔ ∂f̃

m
C

R

L

−R
x

R

The use of a negative resistor −R may seem unconventional, but the fact that this circuit is stable
is easier to see if we consider the equivalent circuit with the pre-Moreau envelope f̃ , i.e., f̃ is the
convex function such that Rf̃ = f . To clarify, negative resistors satisfy the same V-I relations of the
standard resistors but with a negative slope. Negative resistors have also been considered in [153].

The V-I relations of this circuit lead to the ODE
d2

dt2
x+

R

L

d

dt
x+

(
1

C
− R2

L

)
d

dt
∇f(x) +

R

LC
∇f(x) = 0.

If we set R =
√
L/C, which can be interpreted as an instance of critical damping [164, 174, 40],

L = 1
8µ

√
µ , and C = 2

√
µ, we recover the Nesterov ODE [162]

d2

dt2
x+ 2

√
µ
d

dt
x+∇f(x) = 0.

We also quickly point out that other choices of parameters lead to the high-resolution ODE introduced
in [136]. See §E.3 of the appendix for further details.
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3.2 Decentralized ADMM

Let f1, . . . , fN : Rm → R ∪ {∞} be CCP functions. Consider a decentralized optimization setup
with graph G. We provide the full description of the decentralized setup and notations in §F of the
appendix. Define Γj to be the neighbors of j in graph G. For simplicity, we only illustrate the circuit
related to nodes j and l, where j and l are directly connected through an edge in the graph G.

The circuit corresponding to decentralized ADMM [74, 71, 70, 157, 139] is given below.

R R R RL LL

iLjl

L

iLlj

ejl

· · · · · ·

m m

xj xl

∂fj ∂fl

In the following, the left column presents the dynamics of the continuous-time circuit and the right
column presents the discretization with stepsize L/R, recovering the standard decentralized ADMM:

aj =
1

|Γj |
∑
l∈Γj

(RiLjl + ejl)

xj = prox(R/|Γj |)fj (aj)

ejl =
1

2
(xj + xl)

d

dt
iLjl =

1

L
(ejl − xj)

ak+1
j =

1

|Γj |
∑
l∈Γj

(RikLj,l + ekjl)

xk+1
j = prox(R/|Γj |)fj

(
ak+1
j

)
ek+1
jl =

1

2
(xk+1

j + xk+1
l )

ik+1
L jl = ikLjl +

1

R
(ek+1

jl − xk+1
j )

for every node j = 1, . . . , N and every edge (j, l) in graph G.

3.3 PG-EXTRA

Let f1, . . . , fN : Rm → R∪{∞} be CCP functions and h1, . . . , hN : Rm → R be convex M -smooth
functions. Consider a decentralized optimization setup with graph G. The circuit corresponding to
PG-EXTRA [138] is given below.

m ∇hl∂fl
x̃l

R

el

−R

xl

m ∇hj∂fj
x̃j R

ej −R
xj

RjlLjl

Define the mixing matrix W ∈ RN×N with

Wjl =


1−∑l∈Γj

R
Rjl

if j = l
R
Rjl

if j ̸= l, l ∈ Γj

0 otherwise.
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In the following, the left column presents the V-I relations for the continuous-time circuit and the
right column presents the discretization with stepsize 1

2 , recovering the standard PG-EXTRA:

xj = proxRfj

(
N∑
l=1

Wjlxl −R∇hj(xj)− wj

)
d

dt
wj = xj −

N∑
l=1

Wjlxl

xk+1
j = proxRfj

(
N∑
l=1

Wjlx
k
l −R∇hj(x

k
j )− wk

j

)

wk+1
j = wk

j +
1

2
(xk

j −
N∑
l=1

Wjlx
k
l )

for every node j = 1, . . . , N and every edge (j, l) in graph G.

4 Automatic discretization

We discretize the continuous-time dynamics given by the circuit with an admissible dynamic intercon-
nect using a two-stage Runge–Kutta method with parameters α, β and stepsize h > 0. The explicit
form of the discretization is stated in §G of the appendix. Let {(vk, ik, xk, yk)}∞k=1 be the iterates
generated by the discretized algorithm. Then the energy stored in the circuit at time t = kh is

Ek =
1

2
∥vkC − v⋆C∥2DC

+
1

2
∥ikL − i⋆L∥2DL

.

To guarantee convergence of the discretized algorithm, we search for discretization parameters that
ensure the E1, E2, . . . sequence is dissipative in the following sense. Specifically, we say the algorithm
or the discretization is sufficiently dissipative if there is an η > 0 such that

Ek+1 − Ek + η⟨xk − x⋆, yk − y⋆⟩ ≤ 0, (8)

holds for all k = 1, 2, . . .. This requirement is analogous to the “sufficient decrease” conditions in
optimization [31, 121]. The following Lemma 4.1, which proof we provide in §G of the appendix,
states that sufficient dissipativity ensures convergence under suitable conditions.
Lemma 4.1. Assume f : Rm → R ∪ {∞} is a strictly convex function and the dynamic interconnect
is admissible. If the two-stage Runge–Kutta discretization, as explicitly stated in §G of the ap-
pendix, generates a discrete-time sequence {(vk, ik, xk, yk)}∞k=1 satisfying the sufficient dissipativity
condition (8), then xk converges to a primal solution.

We find such a discretization with the following automated methodology. Given a discretization
characterized by (α, β, h), the dissipativity condition (8) for a given η > 0 is implied if the optimal
value of the following optimization problem is non-positive:

maximize E2 − E1 + η⟨x1 − x⋆, y1 − y⋆⟩
subject to Es = 1

2∥vsC − v⋆C∥2DC
+ 1

2∥isL − i⋆L∥2DL
, s ∈ {1, 2}

(v1, i1, x1, y1) is feasible initial point
(v2, i2, x2, y2) is generated by discrete optimization method from initial point
f ∈ F ,

(9)

where f, v1, i1, x1, y1, v⋆, i⋆, x⋆, y⋆ are the decision variables and F is a family of functions (e.g.,
L-smooth convex) that the algorithm is to be applied to. Here, we are using the fact that (8)
is homogeneous with respect to k (i.e., (8) essentially has no k-dependence), and therefore it is
sufficient to verify the condition for k = 1 but for all feasible initial points (v1, i1, x1, y1). It turns
out that (9) can be solved exactly as a semidefinite program (SDP) for many commonly considered
function classes F . This technique was initially proposed as the performance estimation problem
(PEP) [54, 150], a computer-aided methodology for constructing convergence proofs of first-order
optimization methods. See, e.g., PEPit [76] package that implements PEP in Python.

Further, (9) can be posed as a nonconvex quadratically constrained quadratic problem (QCQP) with
only a few tens of variables and such problems can be solved exactly with spatial branch-and-bound
algorithms [2, 102, 80, 98, 45].

In conclusion, we can solve a non-convex QCQP to find a provably convergent discretization of the
continuous-time circuit with an admissible dynamic interconnect. We use the Ipopt [155, 9] solver.
Further details are provided in §G of the appendix.
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Example. Consider the following example circuit for the minimization of a convex function f . Let
R1 = R2 = R3 = 1, and C1 = C2 = 10.

∂f

C2
R2

C1

x

R1 R3

m

With our automatic discretization methodology, we find the sufficiently dissipative parameters

η = 6.66, h = 6.66, α = 0, β = 1.

The resulting provably convergent algorithm is

xk = prox(1/2)f (z
k), yk = 2(zk − xk)

wk+1 = wk − 0.33(yk + 3wk)

zk+1 = zk − 0.16(5yk + 3wk).

is provably convergent2 under the condition that f is strictly convex, see §H for details.

5 Experiments

Figure 8: Underlying graph G.

In this section, we use our methodology to obtain a new
algorithm and experiment with it on a specific problem
instance. Consider a decentralized optimization problem
with a communication graph G with N = 6 nodes and
7 edges, as shown in Figure 8. Specifically, we consider
the optimization problem

minimize
x∈R100

∑
i∈{4,5}

(
∥x− bi∥2 + ∥x− bi∥22

)
+
∑

i/∈{4,5} ∥x− bi∥2,

where each agent i ∈ {1, . . . , 6} holds the vector bi ∈ R100. To leverage the strong convexity of f4
and f5, we propose a modification to the DADMM circuit described in §F.3. Given that a circuit
with a capacitor and inductor corresponds to a momentum method (see §3.1), and momentum is
known to accelerate convergence for strongly convex functions [124], we add a capacitor to e45 to
DADMM circuit as shown in the left column of Figure 9. We then discretize the circuit and refer
the the resulting algorithm DADMM+C. We apply DADMM+C to the decentralized optimization
problem and observe a speedup as shown in the right columns of Figure 9. The relative error for
DADMM+C decreases to 10−10 in 66 iterations, for DADMM in 87 iterations and for P-EXTRA in
294 iterations. For further details, see §I.1 of the appendix.

2Our pipeline has a final verification stage that numerically checks whether point returned by the Ipopt solver
is indeed feasible for the small QCQP. Strictly speaking, our theoretical convergence guarantee relies on the
correctness of this numerical verification of feasibility.
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Figure 9: (Left) Circuit of DADMM+C. Compared to the DADMM circuit of §F.3, the DADMM+C
circuit has an additional capacitor. (Right) Relative error

∣∣f(xk)− f⋆
∣∣ /f⋆ vs. iteration count.

Further, we define a general version of the DADMM+C method for any connected graph and establish
a general convergence proof in Lemma I.1 of in §I.1.1 of the appendix. This convergence analysis
demonstrates how to use our methodology to discover a new family of methods with a classical
convergence proof. Finally, we provide another set of similar experiments in §I.2 of the appendix.

6 Conclusion

In this work, we present a novel approach to optimization algorithm design using ideas from electric
RLC circuits. The continuous-time RLC circuit models combined with the automatic discretization
method provide a foundation for designing algorithms that inherently possess convergence guarantees.
Further, we provide code implementing the automatic discretization. Our framework opens the door
to future research by applying this methodology to a broader range of optimization problems and
extending the problem to other setups, such as the stochastic optimization setup.
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A Prior works

Distributed optimization as RLC circuits. This work started as a lecture for the Stanford
University EE 364b class given in 2010 [28]. The lecture proposed the idea of relating dis-
tributed optimization algorithms to the dynamics of RLC circuits. Different from the prior studies
[48, 163, 41, 153, 132], that consider solving specific optimization problems through implementing
physical circuits, our focus is on using insights from circuit theory to design new algorithms, without
any consideration of implementing physical circuits. The follow-up works [168, 169, 4, 5], have built
upon this setup [28].

Optimization algorithms from continuous-time dynamics. Relating continuous-time dynamics
described by ordinary differential equation (ODE) with optimization algorithm is a technique with a
long history [32, 79, 6, 133, 62]. The continuous-time dynamics related to Polyak’s heavy ball method
[124] were studied by [11, 17, 8, 16]. The ODE model for Nesterov acceleration [117] was introduced
by [143, 144], analyses for generalized cases were followed by [10, 13, 15], and the ODE model for
Nesterov acceleration for strongly convex function (NAG-SC) was introduced in [162]. Together with
[93], the studies by [143, 144] initiated continuous-time analyses of accelerated first-order methods
and inspired much follow-up works such as [158, 19, 115, 52, 58, 162, 18, 27, 146, 91, 145, 26]. As
a further refined continuous-time model preserving more information from the discretization, the
high-resolution ODE for NAG-SC was introduced in [137], and was further developed by [103].

In addition to accelerated methods, various topics and methods in optimization have been studied in a
continuous-time framework. Continuous-time dynamics related to splitting methods were studied by
[20, 1, 25, 43, 66, 78]. [65] studied continuous-time dynamics of ADMM [74, 71, 70, 56, 29], and
provided an accelerated ADMM by discretizing the ODE model combined with [143]. The analyses
were furthermore generalized to differential inclusions by [170, 67]. There are numerous works of
continuous-time analyses for distributed optimization, [156, 104, 73, 86, 100] to name a few, and we
refer the readers to the survey paper [165] for a comprehensive overview.

Computer-assisted analysis of optimization algorithms. There has been lines of work automating
the analysis of optimization methods using semidefinite programs (SDP). One line of work is
performance estimation problems (PEP) introduced by [54], which provides a systematic way to
obtain worst-case performance guarantees of a given fixed-step first-order method. The range and
technique of utilizing PEP have been further developed by [150, 148, 130, 113, 90], and many
efficient algorithms with tight analyses utilizing PEP are discovered [88, 99, 87, 89, 167, 95, 122, 75,
149, 84, 22, 166].

Another line of work is an approach adapting integral quadratic constraints (IQC) [108]. IQCs
are a powerful analysis method in control theory for analyzing interconnected dynamical systems
with nonlinear feedback. This approach was first adapted for analyzing first-order optimization
algorithms by [97] and followed by [60]. Analyses based on IQC have lead to tight bounds for
well-known algorithms [120, 81]. IQC has also been utilized to develop new fast algorithms with
tight convergence rates [152, 44, 147, 141].

Recently, an extension of PEP to leveraging quadratic constrained quadratic programs (QCQP) was
introduced by [45]. Treating the step-sizes as optimization variables, this work furthermore provides
systematic computer-assisted methodology to optimize the step-sizes. Our work adapts this approach
to finding appropriate discretizations. To the best of our knowledge, our proposal is the first instance
of using computer-assisted methodologies to find discretizations of continuous-time dynamics.

Physics-bases approaches to designing optimization algorithms. Optimization methods ob-
tained by discretizing conformal Hamiltonian dynamics [107] were considered by [105]. Studying
structure-preserving discretizations for conformal (dissipative) Hamiltonian systems, [68, 69] ana-
lyzed symplectic structure of Nesterov and heavy ball, and introduced Relativistic Gradient Descent
(RGD) by adopting ideas from special relativity. Based on relativistic Born-Infeld (BI) dynamics,
[47] considered a class of frictionless, energy-conserving system and introduced Bouncing BI (BBI)
algorithm as a discretization.

Our work is based on nonlinear resistive electric circuits, the study of which dates back to [55].
The stationary condition for nonlinear networks were considered by [109], generalizing theorems
of Maxwell [106] for linear networks. The study of nonlinear resistive networks influenced the
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refinement of the concept of maximal monotonicity [111, 112, 110], which is now a fundamental
concept in convex optimization. Well-posedness of the solutions for nonlinear networks was studied
by [49, 51], but only for one-descent nonlinear resistors. Recently, the study of nonlinear electrical
circuits was revisited by [38, 37, 36, 39] using contemporary methods of convex optimization.
However, their main focus was on circuits, not on designing new optimization algorithms. To the
best of our knowledge, our work is the first to introduce a generalized framework for designing
optimization methods based on electric circuits.

Discretization. Continuous-time analyses of optimization algorithms must eventually contend with
the issue of discretizing the dynamics into a discrete-time algorithm. Discretization of differential
equations is a subject of numerical analysis, and it has a long history, even dating back to Euler [57].
Standard discretization schemes such as Euler, Runge–Kutta [127, 94] and symplectic integrators
[154, 128, 61], have a rich body of research analyzing their convergence [77, 83] for example.
However, these theories in numerical analysis primarily focus on the convergence of the discretized
sequence to the trajectory of the solution flow in differential equations throughout a finite time-interval,
which differs from the focus of optimization. Therefore, directly applying standard discretization
schemes from numerical analysis does not ensure convergence to the optimality criteria of interest in
optimization, such as function value or optimal point convergence.

In optimization, the study of discretization can broadly be divided into two categories. One involves
applying standard discretization schemes or their variants, and the other provides special rules tailored
to the specific dynamics of interest. As previously discussed, the former cases can only guarantee
the convergence involving certain errors [24, 64], or introduce specific and limited cases they can
cover [134, 172, 136, 114, 173, 146, 151]. The latter type of works do provide discretization rules
with analytic proofs for certain families of ODEs [7, 144, 158, 14, 161, 3, 12, 52, 26], but cannot be
applied to general cases. Of course, both approaches have brought significant advances in obtaining
new methods from continuous-time dynamics, however, it is still true that previous approaches cannot
immediately applied the new ODEs that emerge from our framework. To the best of our knowledge,
our work is the first to propose to automate the process of finding a discretized method from ODE
using computer-assisted tools.
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B Proof of Theorem 2.1

To prove Theorem 2.1, it is sufficient to consider the cases without 0-ohm resistors and furthermore
all resistor, inductance, capacitance values are 1. We first state the theorem for such cases, which
implies Theorem 2.1.
Theorem B.1. Let f : Rm → Rm be a µ-strongly convex and M -smooth function and B : RJ → RK

be a matrix. Suppose (v0, i0, x0, y0) satisfy[
i0

y0

]
∈ N (B),

[
v0

x0

]
∈ R(B⊺), v0R = i0R, y0 = ∇f(x0). (10)

Then there is a uniquely determined Lipschitz continuous curve (v, i, x, y) : [0,∞) → R2K satisfies[
i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺), y = ∇f(x), vR = iR, vL =

d

dt
iL, iC =

d

dt
vC , (11)

for all t ∈ (0,∞) and the initial condition (v(0), i(0), x(0), y(0)) = (v0, i0, x0, y0).
Lemma B.2. Theorem B.1 implies Theorem 2.1.

Proof. (i) KCL, KVL and V-I relations for equivalent dynamics without 0-ohm resistors.
We first consider the equivalent dynamic interconnect without 0-ohm resistors. As 0-ohm resistors
are ideal wires, from basic circuit theory we know the nodes connected by 0-ohm resistors can
be considered as a single node. We find the expression for KCL, KVL and V-I relations for the
equivalent dynamic interconnect composed with ∂f . The equivalent expression for KCL and KVL
can be considered as consequence of Tellegen’s theorem in [50, §10.2.3], however, we write the detail
here to make it self-contained.

Observe, KCL and KVL can be equivalently written as[
A
∣∣∣ Im0

] [
i
y

]
= 0,

[
v
x

]
=

[
A
∣∣∣ Im0

]⊺ [
x
e

]
.

We furthermore restrict the values to satisfy Ohm’s law for 0-ohm resistors, i.e., the potential values
of two nodes connected to a 0-ohm resistor is identical.

Let’s first focus on KCL, the left equation. Suppose node j and l are connected with 0-ohm resistor
named as Rjl. Suppose the k’th column of A corresponds to Rjl. Eliminating Rjl corresponds
to eliminating the k’th column of A and eliminating iRjl

from i. However, if we just directly
eliminate them, as iRjl

may not be zero, the equation will no longer be satisfied. We need to keep the
information that currents flowing into node j (except for −iRjl

) flows to node l. As we do not permit
ideal wire loop, without loss of generality we may assume node j is not the ground node.

To preserve the information, when node l is not the ground node, we add the j’th row of
[
A
∣∣∣ Im0

]
to

the l’th row. Then k’th component of the l’th row becomes 0, thus the equation corresponding to the
l’th row will still be satisfied after eliminating the k’th column and Rjl. When node l is the ground
node, skip the row addition. Now eliminate the j’th row. Note that column is eliminated only from A.

We now move on to KVL. Eliminating a column of A and a component in i corresponds to eliminating
a row of A⊺ and a component in v. This conserves the validity of the equation. Next, the row operation

for
[
A
∣∣∣ Im0

]
corresponds to column operation for

[
A
∣∣∣ Im0

]⊺
=

[
A⊺

Im 0

]
. Recall we’ve restricted the

potential values of the nodes connected with 0-ohm resistor to be same, values in
[
x
e

]
corresponding

to column j and l coincide. Thus when node l is not the ground node, adding j’th column to the

l’th column and eliminating j’th component in
[
x
e

]
, will not change the values on the left hand side.

When node l is the ground node, the same argument holds by skipping the column addition.

Repeat this process until there is no 0-ohm resistors. Name the reduced matrix as B̃ and reduced

current as ĩ. Then KCL reduces to B̃

[
ĩ
y

]
= 0 and KVL reduces to

[
v
x

]
= B̃⊺

[
x̃
ẽ

]
, or equivalently[

ṽ
x

]
∈ R(B̃⊺).
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Now name the reduced diagonal matrices D̃R, D̃L and D̃C as the reduced matrices that without the
entries corresponding to eliminated components. Note D̃R has no zero diagonal entries. Then KCL,
KVL and V-I relations for the equivalent dynamic interconnect composed with ∂f become as follows[
ĩ
y

]
∈ N (B̃),

[
ṽ
x

]
∈ R(B̃⊺), y = ∇f(x), ṽR = D̃RĩR, ṽL = D̃L

d

dt
ĩL, ĩC = D̃C

d

dt
ṽC .

(12)

As an equivalent dynamics, it is enough to prove the curve that satisfies (12) and the initial condition
(ṽ(0), ĩ(0), x(0), y(0)) = (ṽ0, ĩ0, x0, y0) with condition[

ĩ0

y0

]
∈ N (B̃),

[
ṽ0

x0

]
∈ R(B̃⊺), ṽ0R = D̃Rĩ0R, y0 = ∇f(x0) (13)

is unique and Lispchitz continuous.

(ii) Sufficient to consider only the cases with D̃R, D̃L and D̃C are identity matrices.
For a dynamic interconnect composed with ∂f , consider the equivalent dynamics without 0-ohm
resistors. Let B̃ be the matrix in (12) for the dynamics, and let K be the number of columns of B̃.
Suppose (ṽ0, ĩ0, x0, y0) satisfy (13). Define the diagonal matrix

P = diag
(√

D̃−1
R ,

√
D̃−1

L ,

√
D̃C , Im

)
,

and define B = B̃P . Define i0 and v0 to satisfy
[
i0

y0

]
= P−1

[
ĩ0

y0

]
and

[
v0

x0

]
= P

[
ṽ0

x0

]
. Then

(v0, i0, x0, y0) satisfies (10) since

B̃

[
ĩ0

y0

]
= 0 ⇐⇒ B

[
i0

y0

]
= (B̃P )

(
P−1

[
ĩ0

y0

])
= 0,

∃z0,
[
ṽ0

x0

]
= B̃⊺z0 ⇐⇒ ∃z0,

[
v0

x0

]
= P

[
ṽ0

x0

]
= PB̃⊺z = Bz0,

and

ṽ0R = D̃Rĩ0R ⇐⇒
√
D̃Rṽ0R =

√
D̃−1

R ĩ0R ⇐⇒ v0R = i0R.

Then by Theorem B.1, there is a Lipschitz continuous curve (v, i, x, y) : [0,∞) → R2K that satisfies
(11) for all t ∈ (0,∞) and the initial condition (v(0), i(0), x(0), y(0)) = (v0, i0, x0, y0). Define ĩ

and ṽ to satisfy
[
ĩ
y

]
= P

[
i
x

]
and

[
ṽ
y

]
= P−1

[
v
y

]
. Then ĩ and ṽ are Lipschitz continuous as well, as

they are composition of linear operators and Lipschitz continuous curves. Furthermore, we can check
(12) and the initial condition (ṽ(0), ĩ(0), x(0), y(0)) = (ṽ0, ĩ0, x0, y0) is satisfied, with the similar
argument above.

Reversing the arguments, the uniqueness can be obtained since P is invertible and thus (v, i) 7→ (ṽ, ĩ)
is bijective. This concludes the proof.

By Lemma B.2, our goal has reduced to Theorem B.1. We will establish the well-posedness for vC
and iL first, then extended them to whole curve. The well-posedness of vC , iL can be obtained by
reducing the dynamics to a differential inclusion with a maximal monotone operator. We first restate
the theorem in [21] and its immediate implication as a remark, which we use in the proof.

Theorem B.3. [21, Thm 3.2.1] Let 𝕄 : Rn ⇒ Rn be a maximal monotone operator, consider the
differential inclusion

Ẋ(t) ∈ −𝕄(X(t)), (14)

with initial condition X(0) = X0 ∈ dom𝕄. Then there is a unique solution X : [0,∞) → Rn that
is absolutely continuous and satisfies (14) for almost all t. Moreover, if we denote T = {t ∈ [0,∞) |
X is differentiable at t}, then followings are true.
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(i) Let X(·), Y (·) are the solutions issued from X0, Y0 ∈ dom𝕄 respectively. Then
∥X(t)− Y (t)∥ ≤ ∥X0 − Y0∥ for all t ≥ 0.

(ii) For all t ≥ 0, Ẋ+(t) := limh→0+
X(t+h)−X(t)

h is well-defined and continuous from the
right. Note, Ẋ(t) = Ẋ+(t) for all t ∈ T .

(iii) t 7→
∥∥∥Ẋ+(t)

∥∥∥ is nonincreasing.

(iv) Ẋ+(t) = −m(𝕄(X(t))) holds for all t ≥ 0. Here m(K) is the element of K ⊂ Rn with
minimal norm, that is, m(K) = ΠK(0) = argmin

k∈K
∥k∥. Therefore Ẋ(t) = −m(𝕄(X(t)))

holds for all t ∈ T , and so (14) is satisfied almost everywhere.

Remark. From (iii) we have
∥∥∥Ẋ+(t)

∥∥∥ ≤
∥∥∥Ẋ+(0)

∥∥∥ = ∥m(𝕄(X0))∥ for all t ≥ 0, thus for
t1, t2 ≥ 0 we have

∥X(t1)−X(t2)∥ =

∥∥∥∥∫ t1

t2

Ẋ+(s)ds

∥∥∥∥ ≤
∫ t1

t2

∥∥∥Ẋ+(s)
∥∥∥ ds

≤
∫ t1

t2

∥m(𝕄(X0))∥ ds = |t1 − t2| ∥m(𝕄(X0))∥ .

Therefore the theorem implies that X is Lipschitz-continuous, in particular with parameter
∥m(𝕄(X0))∥.

Thus our first goal is to prove the condition (11) can be equivalently written as
d

dt

[
vC
iL

]
∈ −𝔸

[
vC
iL

]
for some maximal monotone operator 𝔸 : R|C|+|L| ⇒ R|C|+|L|. We first establish an efficient
reformulation of KCL and KVL.
Lemma B.4. There is a skew-symmetric matrix Ĥ : Rσ+m → Rσ+m and a corresponding diagonal
matrix J : Rσ+m → Rσ+m with entries 0 of 1 that satisfies[

i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺) ⇐⇒ û = Ĥŵ,

where û and ŵ are defined as

ŵ = [J Iσ+m − J ]

vxi
y

 , û = [Iσ+m − J J ]

vxi
y

 .

Moreover, let Q : Rσ+m → Rσ+m be a permutation matrix, define w = Qŵ, u = Qû. Then there is
a skew-symmetric matrix H that satisfies[

i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺) ⇐⇒ u = Hw.

Remark. The diagonal matrix J determines whether to select voltage or current for each component,
to construct ŵ. To clarify, w, u ∈ Rσ+m are the vectors that {wl, ul} becomes a current and voltage
pair of a component for l = 1, 2, . . . , σ + m. Such partitions of current, voltages values w, u
and skew-symmetric matrix H were also considered in [82] with different notation. However, we
introduce our method of constructing them here, as we will consider H with a special property in
Corollary B.4.1 that plays a key role in the proof.

Proof. Define N and B̃ be matrices consisted with basis of N (B) and Row(B) respectively. Then
KCL and KVL can be shortly rewritten as[

N 0
0 B̃

]vxi
y

 =

[
0
0

]
.
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We now show there is a diagonal matrix J : Rσ+m → Rσ+m with entries 0 or 1, that makes the
below square matrix invertible

G =

N 0
0 B̃
J Iσ+m − J

 ∈ R2(σ+m)×2(σ+m).

Name N0 =

[
N
0

]
and B̃0 =

[
0
B̃

]
. We will attach the standard basis vectors or 0 below, and increase

the index with attached number of rows. We proceed induction on the index, until the index becomes
σ +m.

Suppose, for 0 ≤ k ≤ σ +m− 1, Nk and B̃k satisfy the form

Nk =


N
0

j1e1
...

jkek

 , B̃k =


0
B̃

(1− j1)e1
...

(1− jk)ek

 , (15)

where jl ∈ {0, 1} and el ∈ Rσ+m is a standard basis (row) vector for 1 ≤ l ≤ k. We claim either
ek+1 /∈ Row(Nk) or ek+1 /∈ Row(B̃k) is true.

Proof by contradiction. Suppose not. That is, suppose ek+1 ∈ Row(Nk) and ek+1 ∈ Row(B̃k).
Then there are n = (n1, . . . , nσ+m) ∈ Row(N), r = (r1, . . . , rσ+m) ∈ Row(B̃) and coefficients
al, bl such that

ek+1 = n+

k∑
l=1

aljlel = r+

k∑
l=1

bl(1− jl)el.

Taking inner product with ep, 1 ≤ p ≤ σ +m, we have

np =


−ap if 1 ≤ p ≤ k, jp = 1

0 if 1 ≤ p ≤ k, jp = 0

1 if p = k + 1

0 if k + 1 < p ≤ σ +m,

rp =


0 if 1 ≤ p ≤ k, jp = 1

−bp if 1 ≤ p ≤ k, jp = 0

1 if p = k + 1

0 if k + 1 < p ≤ σ +m.

Therefore

⟨n, r⟩ =
σ+m∑
p=1

nprp = nk+1rk+1 = 1.

By the way, since n ∈ Row(N) = N(B), r ∈ Row(B̃) = R(N⊺) we have n ⊥ r and so ⟨n, r⟩ = 0.
A contradiction, we conclude either ek+1 /∈ Row(Nk) or ek+1 /∈ Row(B̃k) is true.

From the proved claim, we can extend N0, B̃0 to Nσ+m, B̃σ+m with keeping the form of (15) by
repeating the process below. Recall, the desired form of the matrix was

G =

N 0
0 B̃
J Iσ+m − J


with diagonal matrix J ∈ R(σ+m)×(σ+m) with entries 0 or 1. By the construction, we see matrix[
Nσ+m B̃σ+m

]
satisfies the desired form. Moreover, we know the nonzero rows of Nσ+m and

B̃σ+m are linearly independent respectively, by their construction. By the form of G we see if l-th
row of Nσ+m is nonzero then l-th row of B̃σ+m is zero and vice-versa, we conclude the rows of G
are linearly independent. Therefore, G is invertible.

Observe

G

vxi
y

 =

N 0
0 B̃
J Iσ+m − J


vxi
y

 =

[
0
ŵ

]
=⇒

vxi
y

 = G−1

[
0
ŵ

]
. (16)

25



We know above equation holds for arbitrarily chosen (v, x), (i, y) that satisfies KVL and KCL
respectively. Observe dom(G) = R(B⊺)×N(B) and from dimension theorem we know

dim(R(B⊺)×N(B)) = dim(R(B⊺)) + dim(N(B)) = σ +m.

As G is invertible, we have dim(R(G)) = dim(dom(G)) = σ +m. Therefore the values of the
components of ŵ can be arbitrary values in R.

Rearranging the rows of G−1, from (16) we obtain H̃ ∈ R2(σ+m)×2(σ+m) that satisfies[
ŵ
û

]
= H̃

[
0
ŵ

]
=

[
H̃w

0 H̃w
w

H̃u
0 H̃u

w

] [
0
ŵ

]
,

where the block matrices are in R(σ+m)×(σ+m). Now, naming Ĥ = H̃u
w we get

û = Ĥŵ.

Now to show H is skew-symmetric, recall from (v, x) ∈ R(B⊺) and (i, y) ∈ N(B) we have
⟨(v, x), (i, y)⟩ = 0. Thus for all ŵ ∈ Rσ+m, we have〈

ŵ, Ĥŵ
〉
= ⟨ŵ, û⟩ = ⟨(v, x), (i, y)⟩ = 0.

Therefore Ĥ is skew-symmetric.

Finally, let Q : Rσ+m → Rσ+m be a permutation matrix. Define H = QĤQ⊺. Since

H⊺ = QĤ⊺Q⊺ = Q(−Ĥ)Q⊺ = −H,

H is skew-symmetric. And from Q⊺Q = Iσ+m we have

û = Ĥŵ ⇐⇒ u = Qû = QĤŵ = QĤQ⊺Qŵ = Hw,

we conclude the proof.

Corollary B.4.1. Recall ŵ is composed with voltage or current values of each component. Integrate
the values of resistors and denote as r, integrate vC , iL as p and integrate iC , vL as p∗. Then we may
rearrange the elements of ŵ with certain permutation matrix Q, that w = Qŵ can be decomposed as
following order

w =

[
wp

wp∗
wr

]
, where wp =

[
wvC
wiL

]
, wp∗ =

[
wiC
wvL

]
, wr =

[
wvr
wir

]
=

wvR
wx

wiR
wy

 .

Consider rewriting u = Hw in the decomposed way as[
up∗
up

ur

]
=

Hp∗
p Hp∗

p∗
Hp∗

r

Hp
p Hp

p∗
Hp

r

Hr
p Hr

p∗
Hr

r

[wp

wp∗
wr

]
. (17)

Then there is a diagonal matrix J satisfies the properties considered in Lemma B.4, that corresponding
H satisfies

Hr
p∗

= 0, Hp
p∗

= 0, Hp∗
r = 0.

Proof. Name the indices as Cl,Lk ∈ {1, . . . , σ +m} for l ∈ {1, . . . , |C|}, k ∈ {1, . . . , |L|} that
satisfy

eCl

[
v
x

]
= vCl

, eLk

[
i
y

]
= iLk

.

First we put eCl
’s and eLk

’s in J as many as possible. That is, determine the values of jCl
’s and jLk

’s
to satisfy

• {eCl
| jCl

= 1} is linearly independent to Row(N).
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• {eCl
| jCl

= 1} ∪
{
eCl′

}
is linearly dependent to Row(N) for any l′ ∈ {jCl

̸= 1}.

• {eLs
| jLk

= 0} is linearly independent to Row(B̃).

• {eLs | jLk
= 0} ∪

{
eLs′

}
is linearly dependent to Row(B̃) for any s′ ∈ {jLs ̸= 0}.

Next, fill the remaining j’s as we’ve done in Lemma B.4.

Since the proof can be applied using the same argument to other cases, we will focus on a specific
case. Focusing on the last row of (17), we can furthermore decompose and write as following

ur =
[
Hr

p Hr
p∗

Hr
r

] [wp

wp∗
wr

]
⇐⇒

[
uir
uvr

]
=

[
0 Hir

iL
Hir

iC
0 0 Hir

ir
Hvr

vC 0 0 Hvr
vL Hvr

vr 0

]

wvC
wiL
wiC
wvL
wvr
wir

 .

Note, since above equations origin from KCL and KVL (which are linear equations only with current
values or voltage values), Hβ

α = 0 if α is current and β is voltage, and vice-versa. Refer [135,
Theorem 6.3].

Observe Hr
p∗

=

[
Hir

iC
0

0 Hvr
vL

]
, here we show Hir

iC
= 0. Focusing on arbitrary k’th row of Hir

iC
, from

above equality we get

uirk
=
[
Hir

iL
Hir

iC
Hir

ir

]
k

[
wiL
wiC
wir

]
⇐⇒ 0 =

[
Hir

iL
Hir

iC
Hir

ir

]
k

[
wiL
wiC
wir

]
− uirk

,

where the subscript k means the k’th row of the block matrix. As this is a linear equation of current
values, it origins from KCL, thus there is a vector r ∈ Row(B̃) corresponding to this equation, i.e.

r

[
i
y

]
=
[
Hir

iL
Hir

iC
Hir

ir

]
k

[
wiL
wiC
wir

]
− uirk

.

On the other hand, as wiL , wiC , wir are consisted with the components of i, y that corresponds to
jl = 0, there are coefficient vectors a ∈ R|L|, b ∈ R|C|, c ∈ R|R|+m that satisfies

[
Hir

iL
Hir

iC
Hir

ir

]
k

[
wiL
wiC
wir

]
−uirk

=

 ∑
s∈{jLs=0}

aseLs
+

∑
l∈{jCl

=0}
bleCl

+
∑

q∈{jrq=0}
cqerq − erk

[i
y

]
.

Note bl’s correspond to components of
[
Hir

iC

]
k
. Organizing, we have

r =
∑

s∈{jLs=0}
aseLs

+
∑

l∈{jCl
=0}
bleCl

+
∑

q∈{jrq=0}
cqerq − erk .

Observe that from right hand side, we can see r is orthogonal to
{
eCl′ | jCl′ = 1

}
.

By the way, as
{
eCl′ | jCl′ = 1

}
∪ {eCl

} is linearly dependent to Row(N) for all l ∈ {jCl
= 0}, we

see ∑
l∈{jCl

=0}
bleCl

∈ span
({

eCl′ | jCl′ = 1
}
∪ Row(N)

)
,

so there is some coefficient vector d ∈ R|C| and n ∈ Row(N) that satisfies∑
l∈{jCl

=0}
bleCl

=
∑

l′∈{jC
l′
=1}
dl′eCl′ + n.

However, as r ∈ Row(B̃) and Row(B̃) ⊥ Row(N), we have ⟨r,n⟩ = 0. Moreover, as r is
orthogonal to

{
eCl′ | jCl′ = 1

}
, we conclude

0 =

〈
r,

∑
l′∈{jC

l′
=1}
dl′eCl′ + n

〉
=

〈
r,

∑
l∈{jCl

=0}
bleCl

〉
=

∥∥∥∥∥∥
∑

l∈{jCl
=0}
bleCl

∥∥∥∥∥∥
2

=
∑

l∈{jCl
=0}
b2l .
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Therefore, as bl’s corresponds to components of
[
Hir

iC

]
k

, we conclude
[
Hir

iC

]
k
= 0. As k was arbitrary,

we get Hir
iC

= 0. Similarly we can show Hvr
vL

= 0, and thus Hr
p∗

= 0. Repeating the same argument,
we can show Hp

p∗
= 0. Finally, as H is skew-symmetric, we have Hp∗

r = −(Hr
p∗
)⊺ = 0.

We now move on to V-I relations of resistors. To express V-I relations in terms of w and u, we adopt
partial inverse.

Definition. [23, Definition 20.42] Let 𝕄 : Rd ⇒ Rd be a set-valued operator and let K be a closed
linear subspace of Rd. Denote ΠK : Rd → Rd the projection onto K as

ΠK(z) = argmin
k∈K

∥z − k∥ .

The partial inverse of 𝕄 with respect to K is the operator 𝕄K : Rd ⇒ Rd defined by

gra𝕄K = {(ΠKx +ΠK⊥y,ΠKy +ΠK⊥x) | (x, y) ∈ gra𝕄} ,
i.e.,

u ∈ 𝕄K(w) ⇐⇒ ∃x, y such that y ∈ 𝕄x and (w, u) = (ΠKx +ΠK⊥y,ΠKy +ΠK⊥x).

We then prove important properties of the function related to V-I relations for resistors.

Lemma B.5. Suppose f is µ-strongly convex and M -smooth function. Let Qr, H
r
r , Jr : R|R|+m →

R|R|+m be a permutation matrix, a skew-symmetric matrix, a diagonal matrix with entries 1 or 0
respectively and let K = R(Jr). Define F : R|R|+m → R as

F (vR, x) =
1

2
∥vR∥2 + f(x).

Then the following holds.

(i) dom(Qr(∇F )KQ⊺
r −Hr

r )
−1 = R|R|+m.

(ii) (Qr(∇F )KQ⊺
r −Hr

r )
−1 is Lipschitz continuous monotone operator.

Proof. Take (wl
r, u

l
r) ∈ R|R|+m for l ∈ {1, 2}, such that ul

r ∈ (Qr(∇F )KQ⊺
r )w

l
r. As Qr is

permutation matrix, we know (Qr)
−1 = (Qr)

⊺, and thus Q⊺
ru

l
r ∈ (∇F )K(Q⊺

rw
l
r). Then there are[

vlR
xl

]
,

[
ilR
yl

]
∈ R|R|+m such that[

ilR
yl

]
= ∇F

[
vlR
xl

]
,
(
Q⊺

rw
l
r, Q

⊺
ru

l
r

)
=

(
ΠK

[
vlR
xl

]
+ΠK⊥

[
ilR
yl

]
,ΠK

[
ilR
yl

]
+ΠK⊥

[
vlR
xl

])
.

(18)
By [23, Proposition 20.44, (iii)], we have〈

Q⊺
r (w

1
r − w2

r), Q
⊺
r (u

1
r − u2

r)
〉
=

〈[
v1R
x1

]
−
[
v2R
x2

]
,

[
i1R
y1

]
−
[
i2R
y2

]〉
.

Moreover, we can check∥∥∥∥[v1Rx1

]
−
[
v2R
x2

]∥∥∥∥2 + ∥∥∥∥[i1Ry1
]
−
[
i2R
y2

]∥∥∥∥2
=

∥∥∥∥ΠK

([
v1R
x1

]
−
[
v2R
x2

])∥∥∥∥2 + ∥∥∥∥ΠK⊥

([
v1R
x1

]
−
[
v2R
x2

])∥∥∥∥2
+

∥∥∥∥ΠK

([
i1R
y1

]
−
[
i2R
y2

])∥∥∥∥2 + ∥∥∥∥ΠK⊥

([
i1R
y1

]
−
[
i2R
y2

])∥∥∥∥2 =
∥∥w1

r − w2
r

∥∥2 + ∥∥u1
r − u2

r

∥∥2 .
Define µmin = {µ, 1} and Mmin = {M, 1}. Then we can check ∇F is µmin-strongly convex and
Mmin-smooth, we see〈

(i1R, y1)− (i2R, y2), (v1R, x1)− (v2R, x2)
〉

≥ µmin
∥∥(v1R, x1)− (v2R, x2)

∥∥2 ,〈
(i1R, y1)− (i2R, y2), (v1R, x1)− (v2R, x2)

〉
≥ Mmin

∥∥(i1R, y1)− (i2R, y2)
∥∥2 .
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Thus〈
w1

r − w2
r , u

1
r − u2

r

〉
=

〈
Q⊺

r (w
1
r − w2

r), Q
⊺
r (u

1
r − u2

r)
〉
=

〈[
v1R
x1

]
−
[
v2R
x2

]
,

[
i1R
y1

]
−
[
i2R
y2

]〉
≥ µmin +Mmin

2

(∥∥∥∥[v1Rx1

]
−
[
v2R
x2

]∥∥∥∥2 + ∥∥∥∥[i1Ry1
]
−
[
i2R
y2

]∥∥∥∥2
)

=
µmin +Mmin

2

(∥∥w1
r − w2

r

∥∥2 + ∥∥u1
r − u2

r

∥∥2)
≥ µmin +Mmin

2

∥∥w1
r − w2

r

∥∥2 ,
we see Qr(∇F )KQ⊺

r is µmin+Mmin
2 -strongly monotone. Note we can check (∇F )K is also strongly

monotone, by considering the special case Qr = I|r|+m. Lastly, since Hr
r is skew-symmetric, we

know ⟨Hr
r z, z⟩ = 0 for all z ∈ R|R|+m. Therefore for arbitrary (w̃l

r, ũ
l
r) ∈ R|R|+m with l ∈ {1, 2}

such that ũl
r ∈ (Qr(∇F )KQ⊺

r −Hr
r ) w̃

l
r, since ul

r = ũl
r +Hr

r w̃
l
r ∈ (Qr(∇F )KQ⊺

r )w̃
l
r,〈

w̃1
r − w̃2

r , ũ
1
r − ũ2

r

〉
=

〈
w̃1

r − w̃2
r , u

1
r − u2

r −Hr
r (w̃

1
r − w̃2

r)
〉

=
〈
w̃1

r − w̃2
r , u

1
r − u2

r

〉
≥ µmin +Mmin

2

∥∥w1
r − w2

r

∥∥2
thus (Qr(∇F )KQ⊺

r −Hr
r ) is also µmin+Mmin

2 -strongly monotone.

Now since ∇F is maximal monotone, (∇F )K is maximal monotone by [23, Proposition 20.44,
(v)]. Since (∇F )K is strongly monotone, we have dom(∇F )K = R|R|+m by [23, Proposition
22.11], and thus Qr(∇F )KQ⊺

r is maximal monotone by [129, Theorem 12]. Moreover, since both
Qr(∇F )KQ⊺

r and −Hr
r have full domain, (Qr(∇F )KQ⊺

r − Hr
r ) is maximal monotone by [129,

Theorem 10].

Organizing, (Qr(∇F )KQ⊺
r −Hr

r ) is maximal monotone and strongly monotone. Therefore by [23,
Proposition 22.11], we conclude (ii). Finally, observe

(Qr(∇F )KQ⊺
r −Hr

r )
−1 =

(
Qr(∇F )KQ⊺

r −Hr
r − µmin +Mmin

2
I|R|+m︸ ︷︷ ︸

=:𝕄

+
µmin +Mmin

2
I|R|+m

)−1

= 𝕁 2
µmin+Mmin

𝕄 ◦ 2

µmin +Mmin
I|R|+m.

Since 𝕄 is monotone, 2
µmin+Mmin

𝕄 is also monotone, by [23, Corollary 23.9] we know 𝕁 2
µmin+Mmin

𝕄

is 1-Lipschitz continuous. Therefore (Qr(∇F )KQ⊺
r − Hr

r )
−1 is 2

µmin+Mmin
-Lipschitz continuous.

Finally it is monotone as it is an inverse of a monotone operator, we conclude (ii).

Finally, we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. By Lemma B.2 it is suffices to show Theorem B.1.

(i) Well-posedness and Lipschitz continuity of vC , iL. Existence of the whole curve (v, x, i, y).
Define an operator 𝔸 : R|L|+|C| ⇒ R|L|+|C| as

𝔸 =

{([
vC
iL

]
, −
[
iC
vL

]) ∣∣∣ ∃ v = (vR, vL, vC), i = (iR, iL, iC), (x, y) (19)

such that
[
i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺), y = ∇f(x), vR = iR

}
.

We prove 𝔸 is maximal monotone by providing an explicit expression of 𝔸 and apply Theorem B.3.
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From Corollary B.4.1, we know there is a diagonal matrix J : Rσ+m → Rσ+m, a permutation matrix
Q : Rσ+m → Rσ+m and a corresponding skew-symmetric matrix H : Rσ+m → Rσ+m that satisfies[

i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺) ⇐⇒

[
up∗
up

ur

]
=

Hp∗
p Hp∗

p∗
Hp∗

r

Hp
p 0 0

Hr
p 0 Hr

r

[wp

wp∗
wr

]
(20)

where w and u are defined as in Lemma B.4.

Define F : R|R|+m → R as F (vR, x) = 1
2 ∥vR∥2 + f(x). Then it is straight forward that

y = ∇f(x), vR = iR ⇐⇒
[
iR
y

]
= ∇F

[
vR
x

]
.

By the construction of w, u, there is a diagonal matrix Jr : R|R|+m → R|R|+m with entries 1 or 0
and a permutation matrix Qr : R|R|+m → R|R|+m that satisfies[

Q−1
r wr

Q−1
r ur

]
=

[
Q⊺

rwr

Q⊺
rur

]
=

[
Jr I|R|+m

I|R|+m Jr

]vRxiR
y

 .

Define Kr = R(Jr). Note, we can check ΠKr
(z) = Jrz and ΠK⊥

r
(z) = (I|R|+m − Jr)z for all

z ∈ R|R|+m. Recalling (18) in Lemma B.5 we see[
iR
y

]
= ∇F

[
vR
x

]
⇐⇒ ur = (Qr(∇F )Kr

Q⊺
r )wr.

From
(Qr(∇F )KrQ

⊺
r )wr = ur = Hr

pwp +Hr
rwr,

we get expression for wr in terms of wp

wr = (Qr(∇F )Kr
Q⊺

r −Hr
r )

−1
Hr

pwp. (21)

Now focusing on the expression for
[
up∗
up

]
, since Hr

p = −(Hp∗
r )⊺ as H is skew-symmetric, eliminat-

ing wr by applying (21) we see[
up∗
up

]
=

[
Hp∗

p Hp∗
p∗

Hp∗
r

Hp
p 0 0

][wp

wp∗
wr

]
(22)

= −
(
−
[
Hp∗

p Hp∗
p∗

Hp
p 0

]
+
[
Hr

p 0
]⊺

(Qr(∇F )Kr
Q⊺

r −Hr
r )

−1 [Hr
p 0

])
︸ ︷︷ ︸

𝔹

[
wp

wp∗

]
.

Since H is skew-symmetric, its principal minors −
[
Hp∗

p Hp∗
p∗

Hp
p 0

]
and −Hr

r are skew-symmetric and

so maximal monotone. Furthermore, by Lemma B.5 we have (Qr(∇F )Kr
Q⊺

r −Hr
r )

−1 is maximal
monotone and dom((∇F )1,−1 −Hr

r )
−1 = R|R|+m. Invoking [129, Theorem 11, 12], we conclude

𝔹 is maximal monotone.

Organizing, we see[
iC
vL

]
∈ −𝔸

[
vC
iL

]
⇐⇒

[
i
y

]
∈ N (B),

[
v
x

]
∈ R(B⊺), y = ∇f(x), vR = iR

⇐⇒
[
up∗
up

]
= −𝔹

[
wp

wp∗

]
, where

[
w
u

]
=

[
Q 0
0 Q

] [
J Iσ+m − J

Iσ+m − J J

]vxi
y

 .

Therefore there is a diagonal matrix Jp,p∗ : R|L|+|C| → R|L|+|C| with entries 1 or 0 and a permutation
matrix Qp,p∗ : R|L|+|C| → R|L|+|C| that satisfies[

iC
vL

]
∈ −𝔸

[
vC
iL

]
⇐⇒

[
up∗
up

]
= −𝔹

[
wp

wp∗

]
,
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where [
Q⊺

p,p∗ 0
0 Q⊺

p,p∗

]wp

wp∗
up∗
up

 =

[
Jp,p∗ I|L|+|C| − Jp,p∗

I|L|+|C| − Jp,p∗ Jp,p∗

]vCiLiC
vL

 .

Therefore, for Kp,p∗ = R(Jp,p∗) we have

𝔸Kp,p∗ = Q⊺
p,p∗𝔹Qp,p∗ .

Since 𝔹 is a maximal monotone operator with dom𝔹 = R|L|+|C|, we have Q⊺
p,p∗𝔹Qp,p∗ is maximal

monotone. Finally from [23, Proposition 20.44, (v)], we conclude 𝔸 is maximal monotone.

By applying Theorem B.3 and its remark, we know there is a unique Lipschitz continuous curve
(vC , iL) : [0,∞) → R|L| × R|C| that satisfies

d

dt

[
vC(t)
iL(t)

]
= −m𝔸

[
vC(t)
iL(t)

]
∈ −𝔸

[
vC(t)
iL(t)

]
for almost all t ∈ [0,∞), where m𝔸 is the minimum-norm selection of 𝔸. Let

[
iC(t)
vL(t)

]
=

−m𝔸

[
vC(t)
iL(t)

]
. Moreover, the definition of 𝔸 implies the existence of accompanying curves vR, iR,

x and y that satisfy KCL, KVL and V-I relations. This concludes the existence of the curve.

(ii) The whole flow (v, x, i, y) is well-posed and Lipschitz continuous.
Finally, we show other curves besides (vL, iC) are defined uniquely and Lipschitz continuous. To do
so, we prove there is a Lipschitz continuous function G : R|C| × R|L| → Rσ × Rσ × Rm × Rm that
satisfies

G(vL, iC) = (v, i, x, y).

We prove the claim by finding the explicit expression of the component functions of G. We first show
one key equation

wp∗ = −(Hp∗
p∗
)⊺up∗ . (23)

From (20) we have Hp∗
p∗
wp∗ = up∗ . And as H is skew-symmetric, we have Hp

p = −(Hp∗
p∗
)⊺. The

core information we additionally use here, is the V-I relations d
dtwp = up∗ . As differentiation is a

linear operation, we get (23) by following

−
(
Hp∗

p∗

)⊺
up∗ = Hp

pup∗ = Hp
p

(
d

dt
wp

)
=

d

dt

(
Hp

pwp

)
=

d

dt
up = wp∗ .

Recall, from (22) we have

up∗ =
(
Hp∗

p +Hp∗
r (Qr(∇F )KrQ

⊺
r −Hr

r )
−1

Hr
p

)
wp +Hp∗

p∗
wp∗ .

Moving the last term of right hand side to left hand side, multiplying both sides by −(Hp∗
p∗
)⊺ and

using (23), we have(
𝕀+ (Hp∗

p∗
)⊺Hp∗

p∗

)
wp∗ = −(Hp∗

p∗
)⊺
(
Hp∗

p +Hp∗
r (Qr(∇F )Kr

Q⊺
r −Hr

r )
−1

Hr
p

)
wp.

Since 𝕀+ (Hp∗
p∗
)⊺Hp∗

p∗
≻ 0 its inverse exists, we conclude

wp∗ = −
(
𝕀+ (Hp∗

p∗
)⊺Hp∗

p∗

)−1
(Hp∗

p∗
)⊺
(
Hp∗

p +Hp∗
r (Qr(∇F )Kr

Q⊺
r −Hr

r )
−1

Hr
p

)
︸ ︷︷ ︸

=:ℂ

wp.

Organizing, we have[
wp

wp∗
wr

]
=

[𝕀0
0

]
+

[
0
ℂ

0

]
+

 0
0

(Qr(∇F )Kr
Q⊺

r −Hr
r )

−1
Hr

p

wp.

From Lemma B.5 we know (Qr(∇F )Kr
Q⊺

r −Hr
r )

−1 is Lipschitz continuous, and clearly linear
operators are Lipschitz continuous, so ℂ is Lipschitz continuous as it is composition and sum of
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Lipschitz continuous functions. Therefore wp 7→ w is Lipschitz continuous. Finally since u = Hw
and H is indeed Lipschitz continuous as a linear operator, mapping wp 7→ u is also Lipschitz
continuous. As (w, u) is rearrangement of (v, i, x, y) and wvC , wiL are component functions of vC
and iL, we get the desired result.

For (v, i, x, y) that satisfies (11) with proper initial value, we know (vC , iL) is uniquely defined by
previous observation and (v, i, x, y) = G(vC , iL) should hold, we conclude (v, i, x, y) is uniquely
determined since G is single valued. Furthermore, as vC(t) and iL(t) are Lipschitz continuous with
respect to t, we have (v(t), i(t), x(t), y(t)) = G(vC(t), iL(t)) is also Lipschitz continuous as it is
composition of Lipschitz continuous functions. This concludes the proof.
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C Equilibrium condition

Define the set of voltages and currents in the equilibrium of the interconnect

Dx,y =

{
(v, i) | Ai =

[
−y
0

]
, v = A⊺

[
x
e

]
, vR = DRiR, vL = 0, iC = 0

}
.

Lemma C.1. Assume the dynamic interconnect is admissible. Then for all (v, i) ∈ Dx,y we have

vR = iR = 0.

Proof. First, note that for all (v, i) in the dynamic interconnect

⟨v, i⟩ = ⟨e,Ai⟩ =
〈[

x
e

]
,

[
−y
0

]〉
= −⟨x, y⟩. (24)

Now suppose (v, i) ∈ Dx,y , then we have

⟨v, i⟩ = ⟨vR, iR⟩ = ∥iR∥2DR
= −⟨x, y⟩.

From the admissibility assumption we have x ∈ R(E⊺) and y ∈ N (E). Thus

∥iR∥2DR
= −⟨x, y⟩ = 0,

which concludes the proof.

Theorem C.2. Assume the dynamic interconnect is admissible. If (x⋆, y⋆) is a primal-dual solution
pair (with zero duality gap) for the optimization problem, then there exist vC ∈ R|C| and iL ∈ R|L|

such that
((0, 0, vC), (0, iL, 0)) ∈ Dx⋆,y⋆ .

Conversely, if y ∈ ∂f(x) and

((vR, vL, vC), (iR, iL, iC)) ∈ Dx,y,

then vR = iR = 0 and (x, y) is a primal-dual solution pair (with zero-duality) for the optimization
problem.

Proof. First, observe the admissibility assumption can be rewritten as

{(x, y) | ∃(v, i) such that (v, i) ∈ Dx,y} = R(E⊺)×N (E).

Now suppose (x⋆, y⋆) ∈ X⋆ × Y ⋆. Then by Karush-Kuhn-Tucker (KKT) optimality conditions, we
have (x⋆, y⋆) ∈ R(E⊺)×N (E). Thus there exists (v⋆, i⋆) such that

(v⋆, i⋆) = ((v⋆R, 0, v⋆C), (i
⋆
R, i⋆L, 0)) ∈ Dx⋆,y⋆ .

Furthermore from Lemma C.1 we have v⋆R = i⋆R = 0. Therefore v⋆C , i⋆L are the vectors that satisfiy
the desired statement.

Conversely, suppose
(v, i) = ((vR, vL, vC), (iR, iL, iC)) ∈ Dx,y.

From Lemma C.1, we have vR = iR = 0. Moreover, since there exists (v, i) such that (v, i) ∈ Dx,y ,
by admissibility assumption we have (x, y) ∈ R(E⊺)×N (E). Finally, given the assumption that
y ∈ ∂f(x), by using KKT optimality conditions, we conclude (x, y) ∈ X⋆ × Y ⋆.
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D Energy dissipation analysis

In this section, we provide the proof of Theorem 2.2. The energy function (6) used in the proof is
related to the Lyapunov function considered in [159]. However, the dissipativity theory presented in
[159, 160] does not directly apply to our setup. In our setup, we allow cases where vC , iL oscillate,
for example, a circuit with a disconnected L−C loop. The proof is obtained by combining Barbalat’s
lemma [85, Lemma 8.2] with Theorem 2.1.

Proof of Theorem 2.2. Let (x⋆, y⋆) be a primal-dual solution pair. Then by Theorem C.2, there is
(v⋆, i⋆) ∈ Dx⋆,y⋆ that satisfies

(v⋆, i⋆) = ((0, 0, v⋆C), (0, i
⋆
L, 0)). (25)

In particular, i⋆C = 0 and v⋆L = 0. Define the total energy at time t as

E(t) = 1

2
∥vC − v⋆C∥2DC

+
1

2
∥iL − i⋆L∥2DL

.

Then the power at time t is given by

d

dt
E(t) = ⟨vC − v⋆C , DC v̇C⟩+ ⟨iL − i⋆L, DLi̇L⟩

= ⟨vC − v⋆C , iC − i⋆C⟩+ ⟨iL − i⋆L, vL − v⋆L⟩

= −⟨vR −�
��

0
v⋆R, iR −���

0
i⋆R⟩ − ⟨x− x⋆, y − y⋆⟩ (26)

= −∥iR∥2DR
− ⟨x− x⋆, y − y⋆︸ ︷︷ ︸

≥0

⟩

≤ 0.

where we used (24) and the monotonicity of ∂f . Therefore E(∞) = limt→∞ E(t) exists. Now,
integrating from 0 to ∞ we have

0 ≤
∫ ∞

0

⟨x(t)− x⋆, y(t)− y⋆⟩dt ≤ E(0)− E(∞) < ∞.

From Theorem 2.1 we know the integrand is Lipschitz continuous, by Barbalat’s lemma we get

lim
t→∞

⟨x(t)− x⋆, y(t)− y⋆⟩ = 0.

Since f is µ-strongly convex and M -smooth, ∇f and (∇f)−1 are strictly monotone, we conclude

lim
t→∞

x(t) = x⋆, lim
t→∞

y(t) = y⋆,

which is our desired result.

34



E Centralized classical algorithms

E.1 Resistors and Moreau envelope

For R > 0, define the Moreau envelope of f : Rm → R of parameter R as

Rf(x) = inf
z∈Rm

(
f(z) +

1

2R
∥z − x∥22

)
.

Then Rf is 1/R-smooth with gradient given by

∇Rf(x) =
1

R
(x− proxRf (x)). (27)

In this section we show that composing linear resistors with ∂f is equivalent to taking a Moreau
envelope of f . See two circuits below.

∂f
R

x x̃ m

∇Rf
x m

By KCL and Ohm’s law for the first circuit, we have

1

R
(x− x̃) = i ∈ ∂f(x̃),

which is equivalent to x̃ = proxRf (x). Using identity for the gradient of the Moreau envelope, we
get

∇Rf(x) =
1

R
(x− proxRf (x)) =

1

R
(x− x̃) = i.

Therefore, the V-I relation on m pins of x in both circuits is identical.

As a consequence, consider f to be 1/R-smooth. Let f̃ be pre-Moreau envelope of f , i.e., Rf̃ = f .
Note that f̃ is a convex function. Then from the series connection of the resistors (−R in series with
R is the same as 0-ohm resistor), we get the equivalence of the two circuits below.

∂f̃
x m

∇f
−R

x x̃ m

Note that for this circuit x = x̃−R∇f(x̃).

E.2 Gradient flow

Let f : Rm → R be a convex function. Consider the circuit below.

∂f

C
e x m
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Let x be the potentials at m pins of ∂f , and y be the current entering those pins. Applying KCL and
the V-I relations of the capacitor we get

DC
d

dt
vC = iC = −y ∈ −∂f(x).

Since e is connected to ground, we have vC = x− e = 0. The resulting differential inclusion is
d

dt
x ∈ −D−1

C ∂f(x).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
1

2
∥xk − x⋆∥2DC

.

E.3 Nesterov acceleration

Let f : Rm → R be a 1/R-smooth convex function. Consider the circuit below.

∇f

C
R

L

−R m

e x+ x

Observe, by Ohm’s law and y = ∇f(x) we have

x+ = x−Ry = x−R∇f(x).

From KCL, KVL, and V-I relations we have
d

dt
iL = D−1

L (vC − x+)

d

dt
vC = −D−1

C ∇f(x).

Applying KCL and Ohm’s law at x, it follows

∇f(x) = iL +
1

R
(vC − x+),

which implies that
x = vC +RiL.

Differentiating the above equality twice and plugging in the V-I relations, we get
d2

dt2
x = −R(DLDC)

−1∇f(x)−RD−1
L

d

dt
x− (D−1

C −R2D−1
L )

d

dt
∇f(x).

Reorganizing, we conclude
d2

dt2
x+RD−1

L
d

dt
x+ (D−1

C −R2D−1
L )

d

dt
∇f(x) +R(DLDC)

−1∇f(x) = 0. (28)

Under the proper selection of parameters for µ-strongly convex and L-smooth function f , (28)
corresponds to the high-resolution ODE for NAG-SC introduced in [136]

d2

dt2
x+ 2

√
µ
d

dt
x+

√
s
d

dt
∇f(x) + (1 +

√
µs)∇f(x) = 0.

As an immediate consequence, if we set R = 1
4µ , Li = 1

8µ
√
µ , Ci = 2

√
µ, we recover the low-

resolution ODE of NAG-SC
d2

dt2
x+ 2

√
µ
d

dt
x+∇f(x) = 0.

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
1

2
∥vkC − x⋆∥2DC

+
1

2
∥ikL − y⋆∥2DL

.
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E.4 Proximal point method

Consider the circuit below.

∂f

C
R mx

Then from the discussion in §E.1, the above circuit is equivalent to the circuit below.

∇Rf

C
mx

According to §E.2, the ODE for the above circuit is

d

dt
x = −D−1

C ∇Rf(x). (29)

Since from (27) we have
proxRf (x) = x−R∇Rf(x),

this circuit gives a continuous model for the proximal point method.

Applying Euler discretization to (29) with a stepsize of CiR for each ith coordinate, we recover
proximal point method

xk+1 = xk −R∇Rf(xk) = xk − (xk − proxRf (x
k)) = proxRf (x

k).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
1

2
∥xk − x⋆∥2DC

.

E.5 Proximal gradient method

Let f : Rm → R be 1/R-smooth convex function, and g : Rm → R be convex function. Consider
the circuit below.

C
−R

m m

∇f ∇Rg

x

e

Observe, by the Ohm’s law e = x−R∇f(x). Using KCL at x and KVL at e, we get

iC = −∇f(x)−∇Rg(e)

vC = x−R∇f(x).

Applying V-I relation for the capacitor and eliminating e gives

d

dt
x−R

d

dt
∇f(x) =

d

dt
vC = − 1

C

(
∇f(x) +∇Rg(x−R∇f(x))

)
.
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Organizing
d

dt
x = − 1

C

(
∇Rg(I −R∇f) +∇f

)
(x) +R

d

dt
∇f(x).

We can show that R
∥∥ d
dt∇f(x)

∥∥ < M for some M > 0, thus
d

dt
x = − 1

CR

((
R∇Rg(I −R∇f) +R∇f

)
(x) +O (MCR)

)
. (30)

Applying Euler discretization with stepsize CR we have
xk+1 − xk

CR
= − 1

CR

((
R∇Rg(I −R∇f) +R∇f

)
(xk) +O (MCR)

)
.

Multiplying CR on both sides and reorganizing gives

xk+1 = xk −
(
R∇Rg(I −R∇f) +R∇f

)
(xk) +O(MCR)

=
(
proxRg − I

)
(I −R∇f)(xk) + (I −R∇f) (xk) +O(MCR)

= proxRg(I −R∇f)(xk) +O(MCR).

If we set C ≪ R, we recover the proximal gradient method.

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
C

2
∥ek − e⋆∥22,

where e⋆ = x⋆ −R∇f(x⋆).

E.6 Primal decomposition

Let f1, . . . , fN : Rm → R be convex functions. Consider the circuit below.

C

m m

x1 xN

e

∂f1 · · · ∂fN

Let x1, . . . , xN ∈ Rm be vectors of potentials at pins of ∂f1, . . . , ∂fN respectively. From KVL, we
have

e = x1 = · · · = xN = vC .

Using KCL at e and the V-I relation of nonlinear resistors we get
∑N

j=1 yj + iC = 0, where
yj ∈ ∂fj(xj). Using the V-I relation for capacitor we have

d

dt
e = − 1

C

N∑
j=1

yj .

Discretizing above V-I relations, we recover primal decomposition

ykj ∈ ∂fj(x
k
j )

ek+1 = ek − h

C

N∑
j=1

ykj .

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
C

2
∥ek − x⋆∥22.
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E.7 Dual decomposition

Let f1, . . . , fN : Rm → R be convex functions. Consider the circuit below.

∂f1 · · · ∂fN

L L

x1 xN

e

m m

Using KCL at xj and V-I relation for nonlinear resistors we get

xj ∈ ∂f∗
j (yj) = ∂f∗

j (iLj ).

Using KCL at e yields
∑N

j=1 yj = 0. Using KVL and V-I relation for inductors we get

e− xj = vLj
= L

d

dt
iLj

.

Summing over j = 1, . . . , N gives

Ne−
N∑
j=1

xj = L

N∑
j=1

d

dt
iLj

= L
d

dt

N∑
j=1

yj = 0,

leading to e = (1/N)
∑N

j=1 xj . Discretizing above V-I relations, we recover dual decomposition

xk
j ∈ ∂f∗

j (i
k
Lj
)

ek =
1

N

N∑
j=1

xk
j

ik+1
Lj

= ikLj
− h

L
(ek − xk

j ).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =

N∑
j=1

L

2
∥ikLj

− y⋆j ∥22.

E.8 Proximal decomposition

Let f1, . . . , fN : Rm → R be convex functions. Consider the circuit below.

R

e

RL L

m m

x1 xN

∂f1 · · · ∂fN
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Let x1, . . . , xN ∈ Rm be vectors of potentials at pins of ∂f1, . . . , ∂fN respectively. Define e ∈ Rm

to be a vector of potentials on the bottom of the circuit. Observe, by Ohm’s law and KCL we have

yj = iLj +
1

R
(e− xj) ∈ ∂fj(xj).

It implies that xi = proxRfi(e+RiLi). The V-I relations for inductors are given by

d

dt
iL = vL/L = (E⊺e− x)/L,

where E⊺ = (I, . . . , I) ∈ RNm×m.

Further, note that by KCL Ey =
∑N

j=1 yj = 0, therefore E d
dty = d

dtEy = 0. Using the above V-I
relations for g = Ne− Ex we get the following ODE

ġ =
d

dt
RE(y − iL) = −RE

d

dt
iL = −R

L
E(E⊺e− x) = −R

L
g. (31)

We initialize circuit with EiL(0) = 0 and EE⊺ = NI gives

0 = Ey(0) = E(iL(0) + (E⊺e(0)− x(0))/R) = − 1

R
g(0).

Thus the solution to an ODE (31) is g = 0 and we conclude e = 1
NEx.

The V-I relations for the circuit are

xj = proxRfj (e+RiLj ), j = 1, . . . , N

e =
1

N
Ex

d

dt
iL = (E⊺e− x)/L.

Discretizing above V-I relations we recover proximal decomposition

xk+1
j = proxRfj (e

k +RikLj
), j = 1, . . . , N

ek+1 =
1

N
Exk

ik+1
L = ikL +

h

L
(E⊺ek+1 − xk+1).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =

N∑
j=1

L

2
∥ikLj

− y⋆j ∥22 + γ∥ek − x⋆∥22,

where γ is a parameter that is being optimized, see §G.

E.9 Douglas–Rachford splitting

Let f, g : Rm → R be convex functions. Consider the circuit below.

L

R

m m

∂g ∂f

x1 x2
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Using KCL at x1 and Ohm’s law we get

1

R
(x2 − x1) + iL ∈ ∂g(x1),

which implies x1 = proxRg(x2 +RiL). Similarly, using KCL at x2 and Ohm’s law we get

1

R
(x1 − x2)− iL ∈ ∂f(x2),

which implies x2 = proxRf (x1 −RiL). From KVL and V-I relation for inductors we have

d

dt
iL =

1

L
(x2 − x1).

Discretizing above V-I relations with R = L = 1 and stepsize h = 1, we recover Douglas–Rachford
splitting

xk+1
1 = proxRg(x

k
2 +RikL)

xk+1
2 = proxRf (x

k+1
1 −RikL)

ik+1
L = ikL +

h

L
(xk+1

2 − xk+1
1 ).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
L

2
∥ikL − y⋆1∥22 + γ∥xk

2 − x⋆∥22,
where γ is a parameter that is being optimized, see §G, and y⋆1 ∈ ∂g(x⋆).

E.10 Davis-Yin splitting

Let f, g, h : Rm → R be convex functions, with h also being 1/S-smooth. Consider the circuit
below.

R

L −S S

m m m

x3
x2 e

x1

∂g ∇h ∂f

Using KCL at e and Ohm’s law we have

x1 = x2 − Si−S + SiS = x2.

Applying KCL at x2, we get

iL =
e− x2

−S
−∇h(x2). (32)

Using KCL at x3 and (32) it follows

x1 − x3

R
+ iL =

x1 − x3

R
+

x2 − e

S
−∇h(x2) ∈ ∂g(x3).

Using KCL at x1, we get
x3 − x1

R
+

e− x1

S
∈ ∂f(x1).
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Organizing, and applying V-I relation for inductor

x3 = proxRg

((
1 +

R

S

)
x1 −

R

S
e−R∇h(x1)

)
x1 = proxRf

(
x3 +

R

S
(e− x1)

)
iL =

e− x1

−S
−∇h(x1)

d

dt
iL =

1

L
(x1 − x3).

Now we eliminate the term iL. Differentiating (32), applying L d
dt iL = x1 − x3 we get

1

L
(x1 − x3) =

d

dt
iL =

d

dt

x1 − e

S
− d

dt
∇h(x1).

In other words,
d

dt
e =

S

L
(x3 − x1) +

d

dt
x1 − S

d

dt
∇h(x1).

Using “alternating update” and Euler discretization of e and x1, we have

xk+1
3 = proxRg

((
1 +

R

S

)
xk
1 − R

S
ek −R∇h(xk

1)

)
xk+1
1 = proxRf

(
xk+1
3 +

R

S
(ek − xk

1)

)
ek+1 = ek +

Sh

L
(xk+1

3 − xk+1
1 ) + xk+1

1 − xk
1 − Sh

d

dt
∇h(xk

1).

Set R = S = h = α and L = α2, then the above can be rewritten as

xk+1
3 = proxαg

(
2xk

1 − ek − α∇h(xk
1)
)

xk+1
1 = proxαf

(
ek + xk+1

3 − xk
1

)
ek+1 = ek + xk+1

3 − xk
1 − α2 d

dt
∇h(xk

1).

When
∥∥ d
dt∇h(xk)

∥∥ is bounded, then α2 d
dt∇h(xk) = O(α2). For small α we may ignore this term

and recover DYS.

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
L

2
∥ikL − y⋆1∥22 + γ∥ek1 − e⋆∥22,

where γ is a parameter that is being optimized, see §G, and e⋆ = x⋆ − R(y⋆1 + y⋆3), y
⋆
1 ∈ ∂f(x⋆),

y⋆3 ∈ ∂g(x⋆).
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F Decentralized classical algorithms

In a decentralized optimization setup, we are given a graph G = (V,A) which defines the communi-
cation pattern between agents. This means that each agent is constrained to communicate only to its
direct neighbors for the edges of the graph.

We define Γj as the neighbors of j in graph G. For simplicity, in each example we only illustrate the
circuit between components indexed by j and l, where j and l are connected through an edge in the
graph G.

F.1 Decentralized gradient descent

Let f1, . . . , fN : Rm → R be differentiable convex functions. Decentralized gradient descent (DGD)
is derived as a gradient descent of the appropriate penalty formulation of a decentralized problem.
Similarly, to construct a DGD circuit we apply the gradient flow circuit of §E.2 to appropriate
nonlinear resistors and arrive at the following circuit.

∇fl

xl

C

m

∇fj

xj

C

m

Rjl

The right side of the circuit contains the graph with resistors Rjl connecting vectors of potentials
xj ∈ Rm and xl ∈ Rm for every neighbors j and l in the given graph G.

Using the KCL at xj we get

0 = ∇fj(xj) +
∑
l∈Γj

xj − xl

Rjl
+ iCj

.

Applying the V-I relation for the capacitors we get

d

dt
xj =

d

dt
vCj

= − 1

C

∇fj(xj) +
∑
l∈Γj

(xj − xl)/Rjl

 .

Euler discretization recovers the DGD

xk+1
j =

1−
∑
l∈Γj

h

CRjl

xk
j +

∑
l∈Γj

h

CRjl
xk
l − h

C
∇fj(x

k
j ),

with gradient stepsize h/C and the mixing matrix

Wjl =


1−∑l∈Γj

h
CRjl

if j = l
h

CRjl
if j ̸= l, l ∈ Γj

0 otherwise.

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =

N∑
j=1

C

2
∥xk

j − x⋆
j∥22.
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F.2 Diffusion

Let f1, . . . , fN : Rm → R be 1/R-smooth convex functions. Decentralized gradient descent is
derived as a forward-backward splitting fixed point iteration of the appropriate penalty formulation of
a decentralized problem. Similarly, to construct a diffusion circuit we apply the proximal gradient
circuit of §E.5 to appropriate nonlinear resistors and arrive at the following circuit.

∇fl

xl

−R

el

C

m

∇fj

xj

−R

ej

C

m

Rjl

The right side of the circuit is the graph with linear resistors Rjl connecting vectors of potentials
ej ∈ Rm and el ∈ Rm for every neighbors j and l in the given graph G.

By Ohm’s law we have vCj
= ej = xj −R∇fj(xj). Using the KCL at ej we get

∇fj(xj) +
∑
l∈Γj

ej − el
Rjl

+ iCj = 0.

Applying the V-I relation for the capacitors we get

d

dt
ej =

d

dt
xj −R

d

dt
∇fj(xj)

= − 1

C

∇fj(xj) +
∑
l∈Γj

(xj −R∇fj(xj))− (xl −R∇fl(xl))

Rjl

 .

We can show that R
∥∥ d
dt∇fj(xj)

∥∥ < M for some M > 0, thus

d

dt
xj = − 1

C

∇fj(xj) +
∑
l∈Γj

(xj −R∇fj(xj))− (xl −R∇fl(xl))

Rjl
+O(MC)

 .

Applying Euler discretization with stepsize CR gives

xk+1
j =

1−
∑
l∈Γj

R

Rjl

 (xk
j −R∇fj(x

k
j ))

+
∑
l∈Γj

R

Rjl
(xk

l −R∇fl(x
k
l )) +O(MCR),

with gradient stepsize R and the mixing matrix

Wjl =


1−∑l∈Γj

R
Rjl

if j = l
R
Rjl

if j ̸= l, l ∈ Γj

0 otherwise.

If we set C ≪ R, we recover the diffusion method.
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For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =

N∑
j=1

C

2
∥ekj − e⋆j∥22,

where e⋆j = x⋆
j −R∇fj(x

⋆
j ) for all j = 1, . . . , N .

F.3 Decentralized ADMM

Let f1, . . . , fN : Rm → R be convex functions. Then the decentralized ADMM circuit is given
below.

R R R RL LL

iLjl

L

iLlj

ejl

· · · · · ·

m m

xj xl

∂fj ∂fl

Note that this circuit is similar to the one in proximal decomposition in §E.8 with the difference that
instead of a single net e we now have a net ejl for each edge (j, l) in graph G. Denote currents on
inductors to be iLjl ∈ Rm and iLlj ∈ Rm.

Using KCL at xj we get ∑
l∈Γj

(
iLjl +

ejl − xj

R

)
∈ ∂fj(xj). (33)

We initialize the circuit such that iLjl(0)+ iLlj(0) = 0 for each edge (j, l) in graph G. Now consider
KCL at ejl

iLjl + iLlj = − (ejl − xj)

R
− (ejl − xl)

R
. (34)

Using V-I relation for inductor we also have
d

dt
iLjl +

d

dt
iLlj =

1

L
(2ejl − xj − xl).

Combining the two equalities above we get an ODE
d

dt

(
iLjl + iLlj

)
= −R

L

(
iLjl + iLlj

)
.

Using initial conditions the solution of an ODE is iLjl + iLlj = 0. From (34) we conclude that
ejl =

1
2 (xj + xl).

Using (33), we get the V-I relations for the circuit

xj = prox(R/|Γj |)fj

 1

|Γj |
∑
l∈Γj

(RiLjl + ejl)


ejl =

1

2
(xj + xl)

d

dt
iLjl =

1

L
(ejl − xj),
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for every j = 1, . . . , N and every edge (j, l) in graph G. Discretizing the V-I relations with stepsize
L/R, we recover decentralized ADMM,

xk+1
j = prox(R/|Γj |)fj

 1

|Γj |
∑
l∈Γj

(RikLjl + ekjl)


ek+1
jl =

1

2
(xk+1

j + xk+1
l )

iL
k+1
jl = iL

k
jl +

1

R
(ek+1

jl − xk+1
j ).

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
∑

edge {j,l}

(
L

2
∥ikLjl − i⋆Ljl∥22 +

L

2
∥ikLlj − i⋆Llj∥22 + γ∥ekjl − x⋆∥22

)
,

where γ is a parameter that is being optimized, see §G, and i⋆Ljl is the current through inductor at
equilibrium.

F.4 PG-EXTRA

Let f1, . . . , fN : Rm → R be convex functions, and h1, . . . , hN : Rm → R be convex M -smooth
functions. Then the PG-EXTRA circuit is given below. Denote current on inductor going from xj to

m ∇hl∂fl
x̃l

R

el

−R

xl

m ∇hj∂fj
x̃j R

ej −R
xj

RjlLjl

xl to be iLjl ∈ Rm.

Recall §E.1 and apply Ohm’s law to get

ej − x̃j

R
=

ej − proxRfj (ej)

R
= ∇Rfj(ej) =

xj − ej
−R

.

This yields xj = ej −R∇Rfj(ej) = proxRfj (ej). Using KCL at xj we get

ej − xj

−R
= ∇hj(xj) +

∑
l∈Γj

(
iLjl +

xj − xl

Rjl

)
. (35)

Define the mixing matrix

Wjl =


1−∑l∈Γj

R
Rjl

if j = l
R
Rjl

if j ̸= l, l ∈ Γj

0 otherwise.
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Rearranging the terms in (35) we get

ej = xj −R∇hj(xj)−
∑
l∈Γj

(
RiLjl +

xj − xl

Rjl/R

)

= xj −
N∑
l=1

Wjl(xj − xl)−R∇hj(xj)−
∑
l∈Γj

RiLjl

=

N∑
l=1

Wjlxl −R∇hj(xj)−
∑
l∈Γj

RiLjl.

Using the V-I relation for inductor we also have
d

dt
iLjl =

1

Ljl
(xj − xl).

Set Ljl = Rjl for every edge (j, l) in graph G. Define wj =
∑

l∈Γj
RiLjl, then

d

dt
wj =

∑
l∈Γj

R

Ljl
(xj − xl)

= xj −
N∑
l=1

Wjlxl.

Combining the above, we get the V-I relations for the circuit

xj = proxRfj

(
N∑
l=1

Wjlxl −R∇hj(xj)− wj

)
(36)

d

dt
wj = xj −

N∑
l=1

Wjlxl,

for every j = 1, . . . , N and every edge (j, l) in graph G. Discretizing the above V-I relations with
stepsize 1/2, and following the decentralized notation of [129, §11.3], we recover PG-EXTRA,

xk+1 = proxRf

(
Wxk −R∇h(xk)− wk

)
(37)

wk+1 = wk +
1

2
(I −W )xk.

We can simplify the circuit by eliminating potentials ej as shown below.

∇hl∂fl
xl

∇hj∂fj xj

Ljl Rjl

For the automatic discretization of the continuous-time dynamics of this circuit, we define the energy
at time k as

Ek =
∑

edge {j,l}

Ljl

2
∥ik+1

Ljl
− i⋆Ljl∥22 +

N∑
j=1

γ∥xk
j − x⋆∥22,

where γ is a parameter that is being optimized, see §G, and i⋆Ljl is the current through inductor at
equilibrium.
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G Automatic discretization

In this paper, we discretize admissible dynamic interconnects corresponding to the following decen-
tralizes setup with graph consensus

minimize
x1,...,xN∈Rm/N

f1(x1) + · · ·+ fN (xN )

subject to xj = xl, j = 1, . . . , N, l ∈ Γj ,
(38)

where Γj contains the neighbors of agent j in the communication graph, see §F. We assume that the
communication graph is connected, ensuring that all agents can communicate with each other [129,
§11.2]. The static interconnect for this problem corresponds to the consensus problem

minimize
x1,...,xN∈Rm/N

f1(x1) + · · ·+ fN (xN )

subject to x1 = · · · = xN ,

which is a special case of (1) where E⊺ = (I, . . . , I) ∈ Rm×m/N . Therefore, we have n = m/N
nets each of size N with xj ∈ Rn for all j = 1, . . . , N . This setup generalizes the setup of the
classical methods discussed in §E and §F.

For automatic discretization, we focus on dynamic interconnects that have the same RLC circuit
across each net, i.e., the dynamic interconnects represented with the multi-wire notation.

Runge–Kutta method. The capacitor and inductor ODEs are of the form

d

dt
x(t) = F (x(t)).

We discretize ODEs using the two-stage Runge–Kutta method, with coefficients α, β, and stepsize h:

xk+1/2 = xk + αhF (xk)

xk+1 = xk + βhF (xk) + (1− β)hF (xk+1/2).

We clarify that simpler one-stage discretization schemes can also be used. We chose two-stage Runge–
Kutta to demonstrate that multi-stage discretization schemes are compatible with our automatic
discretization methodology.

Energy descent. Let a discrete-time optimization algorithm generate a sequence
{(vk, ik, xk, yk)}∞k=1 with vk, ik ∈ Rσ (voltages across and currents through the branches
of interconnect) and xk, yk ∈ Rm (potentials at terminals and currents leaving terminals). Let
the subscripts R, L, and C denote the components related to resistors, inductors, and capacitors,
respectively. Then the energy stored in the circuit is given by

Ek =
1

2
∥vkC − v⋆C∥2DC

+
1

2
∥ikL − i⋆L∥2DL

.

Lemma G.1. Assume f : Rm → R∪ {∞} is a strictly convex function and the dynamic interconnect
is admissible. Let a discrete-time optimization algorithm generate a sequence {(vk, ik, xk, yk)}∞k=1.
If there exists η > 0 such that for all k = 1, 2, . . . the energy descent

Dk =
(
Ek+1 + η⟨xk − x⋆, yk − y⋆⟩

)
− Ek ≤ 0 (39)

holds, then xk converges to a primal solution.

Proof. Suppose there exists η > 0 for which (39) holds. Then we have

0 ≤ EK+1

≤ EK − η⟨xK − x⋆, yK − y⋆⟩

≤ E0 −
K∑

k=0

η⟨xk − x⋆, yk − y⋆⟩.
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By monotonicity of subdifferential operator ∂f , we have

⟨xk − x⋆, yk − y⋆⟩ ≥ 0, yk ∈ ∂f(xk).

Thus rearranging the terms we get

0 ≤
K∑

k=0

η⟨xk − x⋆, yk − y⋆⟩ ≤ E0.

Sending K to infinity, by the summability argument it follows that

⟨xk − x⋆, yk − y⋆⟩ → 0. (40)

Define the Lagrangian function

L(x, z, y) = f(x)− yT (x− E⊺z).

Since x⋆ ∈ R(E⊺), there exists some z⋆ such that x⋆ = E⊺z⋆. Then for fixed z⋆ and y⋆, function
L(x, z⋆, y⋆) is strictly convex. Its subgradient is given by (y − y⋆) ∈ ∂xL(x, z

⋆, y⋆) for y ∈ ∂f(x),
therefore, 0 ∈ L(x⋆, z⋆, y⋆). Together with strict convexity this implies that L(x, z⋆, y⋆) achieves a
unique global minimum at x⋆ with L(x⋆, z⋆, y⋆) = f(x⋆). By the subgradient inequality, we have

⟨xk − x⋆, yk − y⋆⟩ ≥ L(xk, z⋆, y⋆)− f(x⋆) ≥ 0.

Then the condition (40) implies L(xk, z⋆, y⋆) → f(x⋆). Therefore, xk → x⋆ which concludes the
proof.

By the descent lemma G.1, the discretization is dissipative if there exist value η > 0 such that

Dk =
(
Ek+1 + η⟨xk − x⋆, yk − y⋆⟩

)
− Ek ≤ 0

for all k = 1, 2, . . . Since the descent Dk is defined using a one-step transition, without loss of
generality, it suffices to consider k = 1.

Solver dissipative term. To provide more flexibility with the Ipopt [155, 9] solver, we also
incorporate dissipation from the linear resistors as in the continuous-time energy dissipation (7), i.e.,
we try to establish

Dk =
(
Ek+1 + η⟨xk − x⋆, yk − y⋆⟩+ ρR∥ikR∥22

)
− Ek (41)

with η > 0 and ρ ≥ 0. Also see §D. If there exist values η > 0 and ρ ≥ 0 such that Dk ≤ 0 holds,
then the discretization is sufficiently dissipative and Lemma G.1 applies.

G.1 Dissipative discretization

In this section, we fix α, β, h, η, and ρ and describe a convex optimization problem that checks
whether the discretization is dissipative. We focus on problem (38).

Worst-case optimization problem. To verify if the dissipativity condition Dk ≤ 0 (41) is satisfied
for a given discretization, we can alternatively solve a worst-case problem. Specifically, this entails
determining if the optimal value of the following optimization problem is non-positive:

maximize E2 − E1 + η⟨x1 − x⋆, y1 − y⋆⟩+ ρR∥i1R∥22
subject to Es = 1

2∥vsC − v⋆C∥2DC
+ 1

2∥isL − i⋆L∥2DL
, s ∈ {1, 2}

(v1, i1, x1, y1) is feasible initial point
(v2, i2, x2, y2) is generated by discrete optimization method from initial point
f ∈ F ,

(42)

where f, vk, ik, xk, yk, v⋆, i⋆, x⋆, y⋆ are the decision variables and F is a family of functions (e.g.,
L-smooth convex) that the algorithm is to be applied to.
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Reformulated worst-case optimization problem. Recall that we assume that the RLC circuit
across each net is the same. Thus we can define an operator mat(z) that reshapes vector z ∈ Rσ into
a matrix of size n× σ/n, where each row contains information (voltage or current) of the electric
components that belong to the same net. Define index sets

IK = {1, 1.5, 2, ⋆},
IN = {1, . . . , N},

IK × IN = {(k, l) | l ∈ IN , k ∈ IK},
and matrices

H =
[
mat(v1) mat(i1)

[
ykl
]
(k,l)∈IK×IN

]
∈ Rn×(2σ/n+|IK |N),

G = HTH ∈ S2σ/n+|IK |N
+ ,

F =
[
fk
l

]
(k,l)∈IK×IN

∈ R|IK |N ,

where ykl ∈ ∂fl(x
k) and fk

l = fl(x
k) for all l ∈ IN . Note that we have

|F | = |IK |N, |G| = (2σ/n+ |IK |N)2,

and for |IK | = 4 this simplifies to

|F | = 4N, |G| = (2σ/n+ 4N)2.

Recall the circuit ODEs are discretized with the two-stage Runge–Kutta method, leading to the
variables mat(vk), mat(ik), xk, yk that are linear combinations of columns in H . The coefficients
of these linear combinations are polynomials in α, β, and h. In other words, there exist matrices
vk, ik,xk,yk

l such that

mat(vk) = Hvk, mat(ik) = Hik, xk = Hxk, ykl = Hyk
l

for all k ∈ IK , l ∈ IN . Similarly, we can find fkl such that fk
l = F fkl .

For fixed parameters α, β, h, η, and ρ, the problem (42) can be reformulated as

maximize
f1,...,fN ,H

E2 − E1 + η⟨x1 − x⋆, y1 − y⋆⟩+ ρR∥i1R∥22
subject to Es = 1

2∥vsC − v⋆C∥2DC
+ 1

2∥isL − i⋆L∥2DL
, s ∈ {1, 2}

mat(vk) = Hvk, k ∈ IK
mat(ik) = Hik, k ∈ IK
xk = Hxk, k ∈ IK
ykl = Hyk

l , k ∈ IK , l ∈ IN
fl ∈ Fµl,Ml

(Rn), l ∈ IN .

By the interpolation lemma ([149], Theorem 2), fl ∈ Fµl,Ml
(Rn) if and only if

0 ≥ f j
l − f i

l + ⟨gjl , xi − xj⟩+ 1

2Ml
∥gil − gjl ∥22

+
µl

2(1− µl/Ml)
∥xi − xj − 1/Ml(g

i
l − gjl )∥22, i, j ∈ IK .

Therefore, we can replace infinite dimensional decision variable fl ∈ Fµl,Ml
(Rn) with |IK |(|IK |−1)

inequalities.

Grammian formulation. Now using Grammian formulation, the problem of finding the worst-case
energy difference over a given family of functions reduces to solving an SDP, similar to [150]. This
SDP can be presented compactly as

maximize
G,F

[FT vec(G)T ]Dp

subject to [FT vec(G)T ]Slijp ≤ 0, l = 1, . . . , N, i, j ∈ IK
G ⪰ 0,

(43)

where p is a vector with dummy variables that encode the monomials of α, β, h, η, ρ, and D ∈
R(|F |+|G|)×|p| and S ∈ R(|IK |N)×(|F |+|G|)×|p| are some matrices with constant coefficients.
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Dualization. Define variables for the energy descent as

VD = [FT vec(G)T ]Dp,

and for interpolating inequality indexed by lij as

(VS)lij = [FT vec(G)T ]Slijp.

Let Z and λlij for all i, j ∈ IK , l = 1, . . . , N be the dual variables for problem (43). Vertically
stack λlij and (VS)lij to form vectors λ and VS respectively. The Lagrangian that generates primal
problem (43) is

L(G, f, Z, λ) = VD − λTVS +Tr(GZ),

and the dual problem is given by

minimize
Z,λ

0

subject to DF p− λTSF p = 0
DGp− λTSGp+ Z = 0
Z ⪰ 0
λ ≥ 0.

(44)

Algebraic proof. Using a weak duality we have p⋆ ≤ d⋆. Let Z⋆ and λ⋆ be optimal dual variables
with d⋆ = 0, then for all G ∈ S(|C|+|L|)/n+|IK |N

+ and F ∈ R|IK |N it follows that

L(G,F,Z⋆, λ⋆) = FT
(
DF p− (λ⋆)TSF p

)︸ ︷︷ ︸
=0

+Tr

G
(
DGp− (λ⋆)TSGp+ Z⋆

)︸ ︷︷ ︸
=0


= 0.

Therefore, having Z⋆ and λ⋆ gives us an algebraic proof for the worst-case one step energy difference

VD =
∑
l,i,j

λ⋆
lij︸︷︷︸
≥0

(VS)lij︸ ︷︷ ︸
≤0

−Tr(GZ⋆)︸ ︷︷ ︸
≥0

≤ 0,

where G ⪰ 0 because G is a Gram matrix and (VS)lij ≤ 0 for all fl ∈ Fµl,Ll
.

G.2 Optimizing over discretizations

In this section we also optimize over the parameters α, β, h, η, and ρ.

G.2.1 QCQP formulation

We can formulate the dual problem (44) as QCQP following [45],

minimize
p,λ,P

0

subject to DF p− λTSF p = 0
DGp− λTSGp+ PPT = 0
pTQep+ aTe p = 0, e = 1, . . . , |p|
P is lower triangular
diag(P ) ≥ 0
λ ≥ 0,

where relations for dummy variables are specified using quadratic or bilinear constraints pTQep+
aTe p = 0.
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G.2.2 Lifted nonconvex SDP

Alternatively, we can formulate the dual problem (44) as lifted nonconvex semidefinite problem with
respect to a variable w = (p, λ) ∈ R|p|+|λ|. Specifically, we have

minimize
w,W,Z

0

subject to DF (i, :)w −Tr
(
SF (:, i, :)W

)
= 0, i = 1, . . . , |F |

DG(i, :)w −Tr
(
SG(:, i, :)W

)
+ Z(i, i) = 0, i = 1, . . . , |G|

Tr
(
QeW

)
+ aTe w = 0

W = wwT

Z ⪰ 0
λ ≥ 0,

(45)

where SF =

[
0 1

2S
T
F

1
2SF 0

]
, DF = [ DF 0 ], SG =

[
0 1

2S
T
G

1
2SG 0

]
, DG = [ DG 0 ],

Qe =

[
Qe 0
0 0

]
and ae = (ae, 0). In the above the transpose for the third order tensors SF and

SG is obtained by transposing the first and third dimensions. Note that with the exception of the
rank-1 constraint W = wwT , the constraints define convex sets.

G.2.3 SDP relaxation

To find globally optimal solutions to the nonconvex optimization problem, methods like spacial
branch-and-bound require good initial bounds on the variables. Following [45], an SDP relaxation
of (45) is given by

minimize
w,W,Z

0

subject to DF (i, :)w −Tr
(
SF (:, i, :)W

)
= 0, i = 1, . . . , |F |

DG(i, :)w −Tr
(
SG(:, i, :)W

)
+ Z(i, i) = 0, i = 1, . . . , |G|

Tr
(
QeW

)
+ aTe w = 0[

W w
wT 1

]
⪰ 0

Z ⪰ 0
λ ≥ 0.

(46)

Problem (46) is now a convex optimization problem, since the rank-1 constraint W = wwT has
been relaxed to W ⪰ wwT . This constraint in turn can be represented equivalently using the Schur
complement.
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H Package ciropt

In this section, we present a simple problem instance to demonstrate the step-by-step process of
obtaining a discretized algorithm with our methodology.

Optimization problem. Consider a problem

minimize f(x),

where f is a convex function.

Determine the static interconnect. Static interconnect is determined from the optimality conditions.
The optimality condition for this problem is to find an x such that 0 ∈ ∂f(x). The corresponding
static interconnect for this condition provided below.

∂fxm

Admissible dynamic interconnect. An admissible dynamic interconnect with RLC components
relaxes to the static interconnect in equilibrium. The following provides an example of such a
dynamic interconnect.

∂f

C2

e2
R2 e1

C1

x

R1

e3

R3

e4 m

The V-I relations for the circuit (left column) and convergent discretized method found by our method
(right) are displayed below.

x = prox(R/2)f (z)

y =
2

R
(z − x)

d

dt
e2 = − 1

2CR
(Ry + 3e2)

d

dt
z = − 1

4CR
(5Ry + 3e2)

xk = prox(R/2)f

(
zk
)

yk =
2

R
(zk − xk)

ek+1
2 = ek2 − h

2CR
(Ryk + 3ek2)

zk+1 = zk − h

4CR
(5Ryk + 3ek2).

Automatic discretization. Now we find a discretization parameters for this dynamic interconnect
that guarantee algorithm convergence using ciropt package.

Step 1. Define a problem.

import ciropt as co
problem = co.CircuitOpt()

Step 2. Define function class, in this example f is convex and nondifferentiable, i.e., µ = 0 and
M = ∞.

f = co.def_function(problem, mu=0, M=np.inf)
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Step 3. Define the optimal points.

x_star, y_star, f_star = f.stationary_point(
return_gradient_and_function_value=True)

Step 4. Define values for the RLC components and discretization parameters, here for simplicity
we take α = 0 and β = 1.

R, C = 1, 10
h, eta = problem.h, problem.eta

Step 5. Define the one step transition in the discretized V-I relations.

z_1 = problem.set_initial_point()
e2_1 = problem.set_initial_point()
x_1 = co.proximal_step(z_1, f, R/2)[0]
y_1 = (2 / R) * (z_1 - x_1)
e1_1 = (e2_1 - R * y_1) / 2
v_C1_1 = e2_1 / 2 - z_1
v_C2_1 = e2_1

e2_2 = e2_1 - h / (2 * R * C) * (R * y_1 + 3 * e2_1)
z_2 = z_1 - h / (4 * R * C) * (5 * R * y_1 + 3 * e2_1)
x_2 = co.proximal_step(z_2, f, R/2)[0]
y_2 = (2 / R) * (z_2 - x_2)
v_C1_2 = e2_2 / 2 - z_2
v_C2_2 = e2_2

Step 6. Define the dissipative term
E2 − E1 + η⟨x1 − x⋆, y1 − y⋆⟩.

Solve the final problem.

E_1 = (C/2) * (v_C1_1 + x_star)**2 + (C/2) * (v_C2_1)**2
E_2 = (C/2) * (v_C1_2 + x_star)**2 + (C/2) * (v_C2_2)**2
Delta_1 = eta * (x_1 - x_star) * (y_1 - y_star)

problem.set_performance_metric(E_2 - (E_1 - Delta_1))
params = problem.solve()[:1]

This gives the disretization parameters
b = 6.66, h = 6.66.

The resulting provably convergent algorithm is
xk = prox(1/2)f (z

k)

yk = 2(zk − xk)

wk+1 = wk − 0.33(yk + 3wk)

zk+1 = zk − 0.16(5yk + 3wk).

New algorithm. Solve your problem using new algorithm. Consider Huber penalty function
ϕ : R → R

ϕ(x) =

{
x2 |x| ≤ 1

2x− 1 |x| > 1.
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We consider the primal problem

minimize f(x) =
∑

i ϕ(xi − ci)
subject to Ax = b,

where A ∈ Rm×n, b ∈ Rm and c ∈ Rn, and solve the dual problem

maximize g(y) = −f∗(−A⊺y)− b⊺y.

We apply our algorithm to solve the dual problem. Note that the proximal operator proxαg(ỹ) is
equivalent to

x = argmin
x

(
f(x) + (α/2)∥Ax− b∥22 + ỹ⊺(Ax− b)

)
, y = ỹ + α(Ax− b).

Since f is CCP and 2-smooth (as a Huber loss), f∗ is 1/2-strongly convex. We take m = 30,
n = 100 and sample entries of A, c and b from i.i.d. Gaussian distribution. Finally we rescale the
entries of A by λmin(AA⊺) to have g that is 1/2-strongly convex. The following Figure 10 presents
the results of the algorithm applied to a random problem instance.
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Figure 10: Relative error across iterations when applying the new algorithm.
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I Numerical experiments

I.1 Decentralized ADMM+C

Consider a decentralized optimization problem

minimize
x∈Rm

∑N
i=1 fi(x),

where f1, . . . , fN are CCP. Suppose furthermore we know some of the functions are strongly convex,
that is, suppose there is a subset S ⊂ {1, 2, . . . , N} such that fj are strongly convex for j ∈ S. We
wish to find an efficient algorithm that fully exploits the additional information for fj’s.

To solve the problem in a decentralized manner, define a primal variable xi ∈ Rm for each agent
function fi. To leverage the strong convexity of fj for each j ∈ S, we could consider implementing
a specialized update rule for xj that is more effective for strongly convex functions.

We consider a modification of the DADMM circuit in §F.3. Recall from §3.1, a circuit with a capacitor
and inductor corresponds to a method with momentum. It is known [124] that momentum accelerates
the convergence of methods for strongly convex functions. Therefore, we propose to attach capacitors
to the circuit in §F.3, on the nets that are directly related to xj’s in j ∈ S. We anticipate that the
method derived by discretization of a new circuit (using our automatic discretization methodology)
will outperform the DADMM.

Consider a modified decentralized geometric median problem from [138]. Suppose each agent
i ∈ {1, . . . , N} holds vector bi ∈ Rm, and consider the minimization problem

minimize
x∈Rm

∑
i∈S

(
∥x− bi∥2 + ∥x− bi∥22

)
+
∑

i/∈S ∥x− bi∥2. (47)

The minimization subproblem has an explicit solution, i.e.,

proxρfi(z) = bi −
bi − z̃

∥bi − z̃∥2
(∥bi − z̃∥2 − ρ̃)+,

where

z̃ =

{
z i /∈ S

1
1+2ρ (z + 2ρbi) i ∈ S,

ρ̃ =

{
ρ i /∈ S

ρ
1+2ρ i ∈ S.

We set m = 100, N = 6, S = {4, 5}, and sample vectors bi ∈ R100 from the uniform distribution
over [−100, 100]100. We use graph G provided in Figure 9. We initialize iterates to x0

i = bi for all i.

We use a modified DADMM circuit §F.3 for the graph in Figure 9. This modified version includes an
extra capacitor connected at e45, to which we refer as DADMM+C.

R R RL L

iL45

L

iL54

e45

C

x5

· · ·

m m

x4

∂f4 ∂f5
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Note when N = 1, the DADMM+C circuit corresponds to the Nesterov acceleration circuit §3.1.

Using KCL at e45, we have

iL45 + iL54 = − (e45 − x4)

R
− (e45 − x5)

R
− C

d

dt
e45.

Thus for {j, l} ≠ {4, 5} the update rule of ejl is given by (34), while for e45 we get

d

dt
e45 = − 1

C

(
iL45 + iL54 +

1

R
(2e45 − x4 − x5)

)
.

Other V-I relations remain unchanged as in §F.3. The resulting algorithm becomes

xk+1
j = prox(R/|Γj |)fj

 1

|Γj |
∑
l∈Γj

(RikLjl + ekjl)


ek+1
jl =

{
ek45 − h

CR

(
R(ikL45 + ikL54) + 2ek45 − xk+1

4 − xk+1
5

)
{j, l} = {4, 5}

1
2 (x

k+1
j + xk+1

l ) otherwise

iL
k+1
jl = iL

k
jl +

h

L
(ek+1

jl − xk+1
j ).

We consider the circuit with R = 0.8, L = 2 and C = 15. To discretize the circuit, we take advantage
of the fact that the strong convexity of fi is 2 for i ∈ S (47). Specifically, we apply our automatic
discretization methodology to convex functions, setting µ = 0 for fi with i /∈ S and µ = 2 for fi
with i ∈ S, and using smoothness M = 100. The sufficiently dissipative parameters we find are

η = 3.70, h = 3.52, ρ = 0, α = 0, β = 1, γ = 4.48.

We compare DADMM+C with DADMM and P-EXTRA. Based on grid search, we set R = 0.6 for
DADMM in §F.3, and R = 1 and h1 = · · · = hN = 0 for PG-EXTRA in §F.4 to get P-EXTRA.
Note that the parameters of the proximal operators for DADMM are scaled by 1/|Γj |, in contrast to
P-EXTRA, where |Γj | is generally not equal to 1. We use Metropolis mixing matrix for P-EXTRA,

Wij =


1

max{|Γi|,|Γj |}+1 if i ∈ Γj

1−∑j∈Γj
Wij if i = j

0 otherwise.

The numerical results are illustrated in Figure 11. The relative error for DADMM+C decreases to
10−10 in 66 iterations, for DADMM in 87 iterations and for P-EXTRA in 294 iterations.
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Figure 11: (Left) Underlying graph G. (Right) Relative error
∣∣f(xk)− f⋆

∣∣ /f⋆ vs. k.
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I.1.1 Convergence proof of decentralized ADMM+C

We first review the meaning of the numerical values in the previous section. Suppose (x⋆, y⋆)
be a primal-dual solution pair. Then by Theorem C.2, there is (v⋆, i⋆) ∈ Dx⋆,y⋆ that satisfies
(v⋆, i⋆) = ((0, 0, v⋆C), (0, i

⋆
L, 0)). The numerical values imply, for the energy function

Ek =
∑

(j,l)∈A

∥∥∥ikLjl
− i⋆Ljl

∥∥∥2 + ∑
j<l,{j,l}⊂S

15

2

∥∥ekjl − x⋆
j

∥∥2 + 3.52
∑

j<l,{j,l}̸⊂S

∥∥ekjl − x⋆
j

∥∥2 ,
following inequality is true up to certain numerical precision(

Ek+1 + 3.7⟨xk+1 − x⋆, yk+1 − y⋆⟩
)
− Ek ≤ 0.

This inequality guarantees the convergence of the method we’ve used in the experiment. Inspired
form the numerical results, we could obtain an analytic proof for generalized cases as well. To clarify,
A is the set of edges introduced in §F, and each edge is counted twice in the sum

∑
(j,l)∈A.

Lemma I.1. Let fj : Rm → R∪{∞} are CCP functions for j ∈ {1, . . . , N} and S ⊂ {1, 2, . . . , N}.
Consider the generalized DADMM+C

xk+1
j = prox(R/|Γj |)fj

 1

|Γj |
∑
l∈Γj

(RikLjl + ekjl)


ek+1
jl =

{
ekjl − h

CR

(
R(ikLjl + ikLlj) + 2ekjl − xk+1

j − xk+1
l

)
{j, l} ⊂ S

1
2 (x

k+1
j + xk+1

l ) otherwise

iL
k+1
jl = iL

k
jl +

h

L
(ek+1

jl − xk+1
j ),

with initilzation i0Ljl
= i0Llj

for all edge (j, l) in G. Let (x⋆, y⋆) be a primal-dual solution pair and
(v⋆, i⋆) ∈ Dx⋆,y⋆ . Define the energy function as

Ek =
∑

(j,l)∈A

L

2

∥∥∥ikLjl
− i⋆Ljl

∥∥∥2 + ∑
j<l,{j,l}⊂S

C

2

∥∥ekjl − x⋆
j

∥∥2 + ∑
j<l,{j,l}̸⊂S

h

2R

∥∥ekjl − x⋆
j

∥∥2 .
Then for all R,L,C, h, τ > 0 that satisfy

max

{
1,

2h

CR

}
≤ τ2 ≤ 2− hR

L
,

following inequality is trueEk+1 +
h

2R

(
2− hR

L
− τ2

) ∑
(j,l)∈A

∥∥∥ek+1
jl − xk+1

j

∥∥∥2 + h⟨xk+1 − x⋆, yk+1 − y⋆⟩

− Ek ≤ 0.

Proof. For notation simplicity, define

yk+1
jl = ikLjl

+
1

R

(
ekjl − xk+1

j

)
.

Note, from the first line of the algorithm we have xk+1
j + R

|Γj |y
k+1
j = 1

|Γj |
∑

l∈Γj

(
RikLjl

+ ekjl

)
,

and therefore

yk+1
j =

∑
l∈Γj

(
ikLjl

+
1

R

(
ekjl − xk+1

j

))
=
∑
l∈Γj

yk+1
jl .

(i) Difference of
∑

(j,l)∈A
L
2

∥∥∥ikLjl
− i⋆Ljl

∥∥∥2.

Name
∆L =

∑
(j,l)∈A

L

2

∥∥∥ik+1
Ljl

− i⋆Ljl

∥∥∥2 − ∑
(j,l)∈A

L

2

∥∥∥ikLjl
− i⋆Ljl

∥∥∥2 .
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Observe

∆L

h
=

1

h

 ∑
(j,l)∈A

L

2

∥∥∥∥ikLjl − i⋆Ljl
+

h

L
(ek+1

jl − xk+1
j )

∥∥∥∥2 − ∑
(j,l)∈A

L

2

∥∥∥ikLjl
− i⋆Ljl

∥∥∥2


=
∑

(j,l)∈A

〈
ek+1
jl − xk+1

j , ikLjl
− i⋆Ljl

〉
+
∑

(j,l)∈A

h

2L

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
=

∑
(j,l)∈A

〈
ek+1
jl − xk+1

j , yk+1
jl − 1

R

(
ekjl − xk+1

j

)
− i⋆Ljl

〉
+
∑

(j,l)∈A

h

2L

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
= − 1

R

∑
(j,l)∈A

〈
ek+1
jl − xk+1

j , ekjl − xk+1
j

〉
+
∑

(j,l)∈A

〈
ek+1
jl − xk+1

j , yk+1
jl − i⋆Ljl

〉
+
∑

(j,l)∈A

h

2L

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
= −

(
1

R
− h

2L

) ∑
(j,l)∈A

∥∥∥ek+1
jl − xk+1

j

∥∥∥2 − 1

R

∑
(j,l)∈A

〈
ek+1
jl − xk+1

j , ekjl − ek+1
jl

〉
−
∑

(j,l)∈A

〈
xk+1
j − x⋆

j , y
k+1
jl − i⋆Ljl

〉
+
∑

(j,l)∈A

〈
ek+1
jl − x⋆

j , y
k+1
jl − i⋆Ljl

〉
.

On the other hand, from Theorem C.2 we know i⋆R = 0, by KCL at xj we have y⋆j =
∑

l∈Γj
i⋆Ljl

.
Therefore∑
(j,l)∈A

〈
xk+1
j − x⋆

j , y
k+1
jl − i⋆Ljl

〉
=

N∑
j=1

∑
l∈Γj

〈
xk+1
j − x⋆

j , y
k+1
jl − i⋆Ljl

〉
=

N∑
j=1

〈
xk+1
j − x⋆

j , y
k+1
j − y⋆j

〉
.

Moreover, i⋆Ljl
= −i⋆Llj

, ek+1
jl = ek+1

lj holds by their definition, and x⋆
j = x⋆

l as x⋆ is the solution.
Therefore we see∑

(j,l)∈A

〈
ek+1
jl − x⋆

j , i
⋆
Ljl

〉
=

∑
j<l,(j,l)∈A

〈
ek+1
jl − x⋆

j , i
⋆
Ljl

+ i⋆Llj

〉
= 0.

Lastly, following equality is true for τ ∈ (0,∞)〈
ek+1
jl − xk+1

j , ekjl − ek+1
jl

〉
=

1

2

∥∥∥∥τ(ek+1
jl − xk+1

j ) +
1

τ
(ekjl − ek+1

jl )

∥∥∥∥2
−τ2

2

∥∥∥ek+1
jl − xk+1

j

∥∥∥2 − 1

2τ2

∥∥∥ekjl − ek+1
jl

∥∥∥2 .
Finally, applying above observations we have

∆L

h
= −

(
1

R
− h

2L
− τ2

2R

) ∑
(j,l)∈A

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
+

1

2Rτ2

∑
(j,l)∈A

∥∥∥ekjl − ek+1
jl

∥∥∥2 − 1

2R

∑
(j,l)∈A

∥∥∥∥τ(ek+1
jl − xk+1

j ) +
1

τ
(ekjl − ek+1

jl )

∥∥∥∥2

−
N∑
j=1

〈
xk+1
j − x⋆

j , y
k+1
j − y⋆j

〉
+
∑

(j,l)∈A

〈
ek+1
jl − x⋆

j , y
k+1
jl

〉
.

(ii) Difference of
∑

j<l,{j,l}⊂S
C
2

∥∥∥ekjl − x⋆
j

∥∥∥2.

Name
∆C =

∑
j<l,{j,l}⊂S

C

2

∥∥∥ek+1
jl − x⋆

j

∥∥∥2 − ∑
j<l,{j,l}⊂S

C

2

∥∥ekjl − x⋆
j

∥∥2 .
59



Plugging the definition of the method, we have

∆C

h
=

1

h

1

2

∑
{j,l}⊂S

C

2

∥∥∥ek+1
jl − x⋆

j

∥∥∥2 − 1

2

∑
{j,l}⊂S

C

2

∥∥∥ek+1
jl − x⋆

j −
(
ek+1
jl − ekjl

)∥∥∥2


=
C

2h

∑
{j,l}⊂S

〈
ek+1
jl − ekjl, e

k+1
jl − x⋆

j

〉
− C

4h

∑
{j,l}⊂S

∥∥∥ek+1
jl − ekjl

∥∥∥2
= −1

2

∑
{j,l}⊂S

〈
yk+1
jl + yk+1

lj , ek+1
jl − x⋆

j

〉
− C

4h

∑
{j,l}⊂S

∥∥∥ek+1
jl − ekjl

∥∥∥2
= −

∑
{j,l}⊂S

〈
yk+1
jl , ek+1

jl − x⋆
j

〉
− C

4h

∑
{j,l}⊂S

∥∥∥ek+1
jl − ekjl

∥∥∥2 .
(iii) Difference of

∑
j<l,{j,l}̸⊂S

h
2R

∥∥∥ekjl − x⋆
j

∥∥∥2.

Name
∆γ =

∑
j<l,{j,l}̸⊂S

h

2R

∥∥∥ek+1
jl − x⋆

j

∥∥∥2 − ∑
j<l,{j,l}̸⊂S

h

2R

∥∥ekjl − x⋆
j

∥∥2 .
For {j, l} ̸⊂ S, from the initialization i0Ljl

= −i0Llj
and from ek+1

jl = 1
2

(
xk+1
j + xk+1

l

)
, inductively

we can check

ik+1
Ljl

= ikLjl
+

h

L

(
ek+1
jl − xk+1

j

)
= −ikLlj

− h

L

(
ek+1
jl − xk+1

l

)
= −ik+1

Llj
.

Therefore ikLjl
= −ikLlj

for all k. And from the definition of yk+1
lj , we have

yk+1
lj = −ikLjl

− 1

R

(
ekjl − xk+1

j

)
+

2

R

(
ekjl − ek+1

jl

)
= −yk+1

jl +
2

R

(
ekjl − ek+1

jl

)
.

And thus
ek+1
jl − ekjl = −R

2

(
yk+1
lj + yk+1

lj

)
.

Now proceeding the similar calculation and argument for ∆C , we have
∆γ

h
= −

∑
{j,l}̸⊂S

〈
yk+1
jl , ek+1

jl − x⋆
j

〉
−

∑
j<l,{j,l}̸⊂S

1

2R

∥∥∥ek+1
jl − ekjl

∥∥∥2 .
Finally, summing the calculations in (i), (ii), (iii), we have

1

h
(Ek+1 − Ek) +

N∑
j=1

〈
xk+1
j − x⋆

j , y
k+1
j − y⋆j

〉
+

(
1

R
− h

2L
− τ2

2R

) ∑
(j,l)∈A

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
=

1

h
(∆L +∆C +∆γ) +

N∑
j=1

〈
xk+1
j − x⋆

j , y
k+1
j − y⋆j

〉
+

1

2R

(
2− hR

L
− τ2

) ∑
(j,l)∈A

∥∥∥ek+1
jl − xk+1

j

∥∥∥2
= − 1

R

∑
(j,l)∈A

∥∥∥∥τ(ek+1
jl − xk+1

j ) +
1

τ
(ekjl − ek+1

jl )

∥∥∥∥2
− 1

2R

(
CR

2h
− 1

τ2

) ∑
{j,l}⊂S

∥∥∥ek+1
jl − ekjl

∥∥∥2 − 1

2R

(
1− 1

τ2

) ∑
{j,l}̸⊂S

∥∥∥ek+1
jl − ekjl

∥∥∥2 .
Therefore, for all R,L,C, h, τ > 0 that satisfy

2− hR

L
− τ2 ≥ 0,

CR

2h
− 1

τ2
≥ 0, 1− 1

τ2
≥ 0

or equivalently,

max

{
1,

2h

CR

}
≤ τ2 ≤ 2− hR

L
,

we conclude the desired inequality.
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I.2 PG-EXTRA + Parallel C

In this section, we introduce an additional pipeline of designing new optimization algorithm via circuit.
The previous automatized discretization pipeline has the advantage of guaranteeing convergence;
however, it may provide a conservative step size since it considers all worst-case scenarios. As a
result, it may eliminate the possibility of finding efficient step size that works for certain optimization
problem in practice.

Our circuit-based approach has the advantage of designing a variant of the prior method quickly, that
is likely to converge and possibly works better based on physical intuition. Furthermore, the variant
method provides greater freedom in selecting parameters to tune. We provide an example of new
optimization method obtained with exploiting these advantages, that outperforms PG-EXTRA for the
problem considered in the paper introduced PG-EXTRA [138].

We use a modified PG-EXTRA circuit §F.4, that includes extra capacitors connected parallel to
inductors.

m ∇hl∂fl
x̃l

R

el

−R

xl

m ∇hj∂fj
x̃j R

ej −R
xj

Rjl CjlLjl

Recalling (6), we know the energy for this circuit is defined as below

E(t) =
∑

j<l,(j,l)∈A

Cjl

2

∥∥∥vCjl
(t)− v⋆Cjl

∥∥∥2 + ∑
j<l,(j,l)∈A

Ljl

2

∥∥∥iLjl
(t)− i⋆Ljl

∥∥∥2 .
Note, compared to the energy of PG-EXTRA, we have additional energy terms for capacitors. Observe

vCjl
(t)− v⋆Cjl

= xj(t)− xl(t)− (x⋆
j − x⋆

l ) = xj(t)− xl(t).

Previously, the energy dissipation by the resistors only reduced the values of ∥iLjl
(t)− i⋆Ljl

∥2, but
now it also reduces the values of ∥xj(t)− xl(t)∥2 for (j, l) ∈ A. Intuitively, we may hope that this
dissipation accelerates the convergence limt→∞(xj(t)− xl(t)) = 0, thus eventually speed up the
convergence to the optimal. This observation provides informal motivation for the method.

Following the arguments of §F.4, and additionally defining uj =
∑

l∈Γj
RiCjl

and setting Cjl =
C
Rjl

for (j, l) ∈ A with some constant C > 0, we derive the following method

xk+1 = proxRf

(
Wxk −R∇h(xk)− wk − uk

)
wk+1 = wk + s(I −W )xk (48)

uk+1 =
C

s
(I −W )(xk+1 − xk).

We now consider the decentralized quadratic programming from [138]. Suppose each agent j ∈
{1, . . . , N} holds a symmetric positive semidefinite matrix Qj ∈ Rm×m, vectors aj , pj ∈ Rm and
scalars bj ∈ R. Consider the minimization problem

minimize
x∈Rm

1
N

∑N
j=1

(
x⊺Qjx+ p⊺j x

)
,

subject to a⊺j x ≤ bj , j = 1, . . . , N.

Set fj(x) = δ{z|a⊺
j z≤bj}(x) and hj(x) = x⊺Qjx+ p⊺j x, where

δ{z|a⊺
j z≤bj}(x) =

{
0 if a⊺j x ≤ bj
∞ otherwise
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is the indicator function. Then the given optimization problem recasts to

minimize
x∈Rm

1
N

∑N
j=1 (fj(x) + hj(x)) .

Since the minimization subproblem has an explicit solution

proxRfj (z) =

{
z if a⊺j z ≤ bj

z +
bj−a⊺

j z

∥aj∥2
2
aj otherwise,

this problem can be solved by PG-EXTRA.

We follow the same setting of [138]. We set m = 50. Each Qj is generated by taking the product of
Q̃j and its transpose, where Q̃j ∈ Rm×m is a matrix with elements that follow an i.i.d. Gaussian
distribution. Each pj is generated to follow an i.i.d. Gaussian distribution. Vectors aj and bj are
also randomly generated, however, we conducted the experiment for the case that the solution of
the constrained problem differs from that of the unconstrained problem. We use Metropolis mixing
matrix as in §I.1.

The numerical results are illustrated in Figure 12. We compare PG-EXTRA and the variant method
(48) obtained from the modified circuit with additional parallel capacitors. We use R = 0.05,
R = 0.07 for PG-EXTRA and R = 0.07, C = 0.3 and s = 0.8 for (48). The parameters for PG-
EXTRA were obtained through a grid search. The parameters for (48) are hand-optimized starting
from C = 0 and s = 0.5, the parameter selection that makes (48) to coincide with PG-EXTRA when
u0 = 0. The relative error for (48) decreases to 10−8 in 147 iterations, while for PG-EXTRA with
R = 0.05 in 214 iterations.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We provide the methodology to design an appropriate electric circuit whose
continuous-time dynamics converge to the solution of the optimization problem in §2, §3,
and introduce the automated, computer-assisted discretization methodology in §4, §5.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [NA]
Justification: This work proposes a new methodology for optimization algorithm design.
The theoretical nature makes the discussion of such limitations not strongly relevant.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Our paper provides the full set of assumptions and complete proofs for all
theoretical results, with theorems and lemmas properly numbered and cross-referenced.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the code and thoroughly describe the details to ensure reproducibil-
ity of the experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our codes and the instructions for using them in the README.md
file.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the necessary details and code to understand and reproduce the
experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Our work is theoretical and includes non-statistical simple experiments with
synthetic data. Therefore, the notion of statistical significance is not applicable to our work.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We use minimal CPU computation for toy experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics and our paper conforms to it in
every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: We conduct theoretical research on convex optimization and do not anticipate
any negative social impacts from our results.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our theoretical research on convex optimization does not involve releasing
data or models, hence no safeguards are needed.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We explicitly mention the solvers and the packages we are referring to in the
paper and the code.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new datasets or assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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