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Abstract

Latent Bayesian optimization (LBO) approaches have successfully adopted
Bayesian optimization over a continuous latent space by employing an encoder-
decoder architecture to address the challenge of optimization in a high dimensional
or discrete input space. LBO learns a surrogate model to approximate the black-box
objective function in the latent space. However, we observed that most LBO meth-
ods suffer from the ‘misalignment problem’, which is induced by the reconstruction
error of the encoder-decoder architecture. It hinders learning an accurate surrogate
model and generating high-quality solutions. In addition, several trust region-based
LBO methods select the anchor, the center of the trust region, based solely on the
objective function value without considering the trust region’s potential to enhance
the optimization process. To address these issues, we propose Inversion-based
Latent Bayesian Optimization (InvBO), a plug-and-play module for LBO. InvBO
consists of two components: an inversion method and a potential-aware trust region
anchor selection. The inversion method searches the latent code that completely
reconstructs the given target data. The potential-aware trust region anchor selection
considers the potential capability of the trust region for better local optimization.
Experimental results demonstrate the effectiveness of InvBO on nine real-world
benchmarks, such as molecule design and arithmetic expression fitting tasks. Code
is available at https://github.com/mlvlab/InvBO.

1 Introduction

Bayesian optimization (BO) has been used in a wide range of applications such as material sci-
ence [1], chemical design [2, 3], ,and hyperparameter optimization [4, 5]. The main idea of BO
is probabilistically estimating the expensive black-box objective function using a surrogate model
to find the optimal solution with minimum objective function evaluation. While BO has shown its
success on continuous domains, applying BO over discrete input space is challenging [6, 7]. To
address it, Latent Bayesian Optimization (LBO) has been proposed [8–14]. LBO performs BO over
a latent space by mapping the discrete input space into the continual latent space with generative
models such as Variational Auto Encoders (VAE) [15], consisting of an encoder qϕ and a decoder pθ.
Unlike the standard BO, the surrogate model in LBO associates a latent vector z with an objective
function value by emulating the composition of the objective function and the decoder of VAE.

In LBO, however, the reconstruction error of the VAE often leads to one latent vector z being
associated with two different objective function values as explained in Figure 1. We observe that
the discrepancy between y and y′ (or x and x′) hinders learning an accurate surrogate model g
and generating high-quality solutions. We name this the ‘misalignment problem’. Most prior
works [9, 11, 12] use the surrogate model genc, which is trained with the encoder triplet (x, z, y), and
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Figure 1: Misalignment problem. In LBO, a latent vector z can be associated with two function
values y and y′ due to the reconstruction error of the VAE, i.e., x ̸= x′. (a) In Encoder triplet (x, z, y),
latent vector z is associated with f(x), where x is the original input to the encoder, i.e., z = qϕ(x).
(b) In Decoder triplet (x′, z, y′), z is associated with y′ = f(x′), which is the objective function
value of reconstructed input value x′ using the decoder, i.e., x′ = pθ(z). The discrepancy between y
and y′ hinders learning the accurate surrogate model g. We name this the ‘misalignment problem’.

generate solutions x′ via decoder pθ. Since genc fails to estimate the composite function of pθ and f ,
this approach often results in suboptimal outcomes. Some works [13, 14] handle the misalignment
problem by employing the surrogate model gdec trained with the decoder triplet (x′, z, y′). However,
they request a huge amount of additional oracle calls to obtain the decoder triplet, which leads to
inefficient optimization. In addition, several existing LBO methods [13, 14, 16] adopt the trust region
method to restrict the search space and have shown performance gain. Most prior works select the
anchor, the center of the trust region, as the current optimal point. This objective function value-based
anchor selection overlooks the potential to benefit the optimization performance of the latent vectors
within the trust region.

In this work, we propose an Inversion-based Latent Bayesian Optimization (InvBO), a plug-and-play
module for VAE-based LBO methods. InvBO consists of two components: the inversion method and
a potential-aware trust region anchor selection. The inversion method addresses the misalignment
problem by inverting decoder pθ to find the latent code that yields x without any additional oracle
call. We theoretically analyze that our inversion method decreases the upper bound of the error
between the surrogate model and the objective function within the trust region. The potential-aware
trust region anchor selection method selects the anchor considering not only the observed objective
function value but also the potential to enhance the optimization process of the latent vectors that
the trust region contains. We provide the experimental evaluation on nine different tasks, Guacamol,
DRD3, and arithmetic expression fitting task to show the general effectiveness of InvBO. Specifically,
plug-and-play results of InvBO over diverse prior LBO works show a large performance gain and
achieved state-of-the-art performance.

The contributions of our paper are as follows:

• We propose the inversion method to address the misalignment problem in LBO by generating
the decoder triplet without using any additional oracle calls.

• We propose the potential-aware trust region anchor selection, aiming to select the centers
of trust regions considering the latent vectors expected to benefit the optimization process
within the trust regions.

• By combining the inversion method and potential-aware trust region anchor selection, we
propose Inversion-based Latent Bayesian Optimization (InvBO), a novel plug-and-play
module for LBO, and achieve state-of-the-art performance on the nine different tasks.

2 Related Works

2.1 Latent Bayesian Optimization

The goal of Latent Bayesian Optimization (LBO) [8, 9, 11–14, 16–19] is to learn a latent space to
enable optimization over a continuous space from discrete or structured input (e.g., graph or image).
LBO consists of a Variational AutoEncoder (VAE) to generate data from the latent representation
and a surrogate model (e.g., Gaussian process) to map the latent representation into the objective
score. Some works on the LBO have designed new decoder architectures [8, 20–23] to perform the
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reconstruction better, while other works have proposed learning mechanisms [9–14, 17] to alleviate
the discrepancy between the latent space and input space. LOL-BO [13] adapts the concept of
trust-region to the latent space and jointly learns a VAE and a surrogate model to search the data point
in the local region. CoBO [14] designs new loss to encourage the correlation between the distances
in the latent space and objective function.

2.2 Inversion in Generative Models

Inversion has widely been applied to a variety of generative models such as Generative Adversarial
Networks (GANs) [24, 25] and Diffusion models [26–29]. Inversion is the process of finding the
latent code zinv of a given image to manipulate images with generative models. Formally, given an
image x and the well-trained generator G, the inversion can be written as:

zinv = argmin
z∈Z

dX (G(z),x), (1)

where dX (·, ·) denotes the distance metric in the image space X , and Z is the latent space. To solve
Eq. (1), most inversion-based works can be generally classified as two approaches: optimization-
based and learning-based methods. The optimization-based inversion [30–33] iteratively finds a
latent vector to reconstruct the target image x through the fixed generator. The learning-based
inversion [25, 34, 35] trains the encoder for mapping the image x to the latent code z while fixing the
decoder. In this work, we introduce the concept of inversion to find the latent vector that can generate
a desired sample for constructing an aligned triplet and we use the optimization-based inversion.

3 Preliminaries

Bayesian optimization. Bayesian optimization (BO) is a powerful and sample-efficient optimization
algorithm that aims at searching the input x with a maximum objective value f(x), which is
formulated as:

x∗ = argmax
x∈X

f(x), (2)

where the black-box objective function f : X 7→ Y is assumed expensive to evaluate, and X
is a feasible set. Since the objective function f is unknown or cost-expensive, BO methods
probabilistically emulate the objective function by a surrogate model g with observed dataset
D = {(xi, yi)|yi = f(xi)}ni=1. With the surrogate model g, the acquisition function α selects
the most promising point xn+1 as the next evaluation point while balancing exploration and exploita-
tion. BO repeats this process until the oracle budget is exhausted.

Trust region-based local Bayesian optimization. Classical Bayesian optimization methods often
suffer from the difficulty of the optimization in a high dimensional space [36]. To address this
problem, TuRBO [36] adopts trust regions to limit the search space to small regions. The anchor
(center) of trust region T is selected as a current optimal point, and the size of the trust region is
scheduled during the optimization process. At the beginning of the optimization, the side length of
all trust regions is set to Linit. When the trust region T updates the best score τsucc times in a row, the
side length becomes twice until it reaches Lmax. Similarly, when it fails to update the best score τfail
times in a row, the side length becomes half. When L falls below a Lmin, the side length of the trust
region is set to Linit and restart the scheduling. Recently, LOL-BO [13] adapted trust region-based
local optimization to LBO, and has shown performance gain.

4 Method

In this section, we present an Inversion-based Latent Bayesian Optimization (InvBO) consisting of an
inversion and a novel trust region anchor selection method for effective and efficient optimization. We
first describe latent Bayesian optimization and the misalignment problem of it (Section 4.1). Then,
we introduce the inversion method to address the misalignment problem without using any additional
oracle budgets (Section 4.2). Lastly, we present a potential-aware trust region anchor selection for
better local search space (Section 4.3).
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Figure 2: Comparison of solutions to the misalignment problem. (a) Some works [13, 14] solve
the misalignment problem by the recentering technique that generates the aligned triplet (x′, z, y′).
However, it requests additional oracle calls as y′ = f(x′) is unevaluated, and does not fully use the
evaluated function value y = f(x). (b) The inversion method (ours) aims to find zinv that generates
the evaluated data x to get the aligned triplet (x, zinv, y) without any additional oracle calls.

4.1 Misalignment in Latent Bayesian Optimization

BO has proven its effectiveness in various areas where input space X is continuous, however, BO
over the discrete domain, such as chemical design, is a challenging problem. To handle this problem,
VAE-based latent Bayesian optimization (LBO) has been proposed [8, 11, 13, 14] that leverages
BO over a continuous space by mapping the discrete input space X to a continuous latent space
Z . Variational autoencoder (VAE) is composed of encoder qϕ : X 7→ Z to compute the latent
representation z of the input data x and decoder pθ : Z 7→ X to generate the data x from the latent z.

Given the objective function f , latent Bayesian optimization can be formulated as:

z∗ = argmax
z∈Z

f(pθ(z)), (3)

where pθ(z) is a generated data with the decoder pθ and Z is a latent space. Unlike the standard
BO, the surrogate model g aims to emulate the function f ◦ pθ : Z 7→ Y . To the end, the surrogate
model is trained with aligned dataset D = {(xi, zi, yi)}ni=1, where xi = pθ(z

i) is generated by
the decoder pθ : Z 7→ X and yi = f(xi) is the objective value of xi evaluated via the black box
objective function f : X 7→ Y . In the rest of our paper, we define that the dataset is aligned when all
triplets satisfy the above conditions (i.e., all triplets are the decoder triplets explained in Figure 1),
and the dataset is misaligned otherwise. We define the ‘misalignment problem’ as the misaligned
dataset hinders the accurate learning of the surrogate model g.

Figure 3: (Left) The number of oracle calls to
evaluate the queries selected by the acquisition
function (blue) and during the recentering (Red).
(Right) The number of objective function evalua-
tion that updates the best score.

Most existing LBO works [11–14] overlook the
misalignment problem 1, which originates from
two processes: (i) construction of initial dataset
D0 and (ii) update of VAE.

Construction of initial dataset D0. Since initial
dataset D0 is composed of pairs of input data and
its corresponding objective value {(xi, yi)|yi =
f(xi)}ni=1, LBO requires latent vectors {zi}ni=1
to train the surrogate model. Most works com-
pute a latent vector zi as zi = qϕ(x

i) under the
assumption that VAE completely reconstructs ev-
ery data points (i.e., pθ(qϕ(xi)) = xi), which is
difficult to be satisfied in every case. This results
in the data misalignment (xi ̸= pθ(z

i)) during the construction of initial dataset D0.

Update of VAE. In LBO works, updating VAE during the optimization plays a crucial role in adapting
well to newly generated samples. However, due to the update of VAE, the previously generated
triplet (x, z, y) cannot ensure the alignment since z was computed by the VAE before the update.
Previous LBO works [13, 14] solve the misalignment problem originating from the VAE update
with a recentering technique that requests additional oracle calls to generate the aligned dataset
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D = {(x′i, qϕ(x
i), f(x′i))}ni=1 where x′i = pθ(qϕ(x

i)) as shown in Figure 2 (Left). But, it has a
limitation to consuming a huge amount of additional oracle calls while they do not update the best
score (Figure 3). Note that prior works do not explicitly mention the additional oracle calls during
the recentering technique, but it can be verified by the official GitHub code. Further details about
oracle consumption of the recentering are provided in the supplement Section H.

4.2 Inversion-based Latent Bayesian Optimization

Our primary goal is training the surrogate model g to correctly emulate the composite function
f ◦ pθ : Z 7→ Y via constructing an aligned dataset without consuming additional oracle calls. To the
end, we propose an inversion method that inverts the target discrete data x into the latent vector z
that satisfies x = pθ(z) for dataset alignment as shown in Figure 2 (Right). With a pre-trained frozen
decoder pθ, the latent vector z can be optimized by:

zinv = argmin
z∈Z

dX (x, pθ(z)), (4)

where x is a target data and dX is a distance function in the input space X . We use the normalized
Levenshtein distance [37] as our distance function, dX , which can be applied to any string-form data.
Our inversion method, however, is flexible and can utilize any task-specific distance functions, such
as Tanimoto similarity [38] for molecule design tasks. To solve the Eq. (4), we iteratively update a
latent vector z to find zinv that reconstructs the target data x. We provide the overall pseudocode of
the inversion method in Algorithm 1.

Algorithm 1 Inversion
Input: Encoder qϕ, decoder pθ, target data x, max
iteration T , distance function dX , learning rate η,
reconstruction loss L

1: Initialize z(0) ← qϕ(x)
2: for t = 0, 1, ..., T − 1 do
3: z(t+1) ← z(t) − η∇z(t)L

(
pθ(z

(t)),x
)

4: if dX (x, pθ(z
(t+1))) < ϵ then ▷ Eq. (4)

5: return z(t+1)

6: end if
7: end for
8: return z(T )

The initialization strategy of latent vector z
plays a key role in the optimization-based in-
version process. We set the initialization point
of latent vector z as an output of a pre-trained
encoder qϕ(x) given target discrete data x as in
line 1. We iteratively update the latent vector z
with the cross-entropy loss used in VAE training
in line 3 until it reaches the maximum number
of iterations T . Before the iteration budget is
exhausted, we finish the inversion process when
the distance between the generated data pθ(z)
and target data x is less than ϵ as our goal is
finding the latent vector zinv that satisfies Eq. (4),
which is denoted in line 4. The inversion method
generates the aligned dataset during the construction of the initial dataset D0 and the update of VAE
to handle the misalignment problem.

We theoretically show that optimizing the latent vector z to satisfy dX (x, pθ(z)) ≈ 0 with inversion
plays a crucial role in minimizing the upper bound of the error between the posterior mean of the
surrogate model and the objective function value within the trust region centered at z.
Proposition 1. Let f be a black-box objective function and m be a posterior mean of Gaussian
process, pθ be a decoder of the variational autoencoder, c be an arbitrarily small constant, dX and
dZ be the distance function on input X and latent Z spaces, respectively. The distance function dX
is bounded between 0 and 1, inclusive. We assume that f , m and the composite function of f and pθ
are L1, L2, and L3-Lipschitz continuous functions, respectively. Suppose the following assumptions
are satisfied:

|f(x)−m(z)| ≤ c,

dX (x, pθ(z)) ≤ γ.
(5)

Then the difference between the posterior mean of the arbitrary point z′ in the trust region centered
at z with trust radius δ and the black box objective value is upper bounded as:

|f(pθ(z′))−m(z′)| ≤ c+ γ · L1 + δ · (L2 + L3), (6)

where dZ(z, z
′) ≤ δ.

The proof is available in Section A. We assume that the black box function f , the posterior mean of
Gaussian process m, and the objective function f ◦ pθ are Lipschitz continuous functions, which is a
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common assumption in Bayesian optimization [39, 40] or global optimization [41]. Proposition 1
implies that the upper bound of the Gaussian process prediction error within the trust region can
be minimized by reducing the distance between x and pθ(z), denoted as γ. Our inversion method
reduces γ by generating an aligned dataset without additional oracle calls. In Eq. (6), the constant c
represents the accuracy of the surrogate model, which can be improved during training. Some LBO
works [12, 13] introduce regularization terms to learn a smooth latent space, implicitly reducing L3,
the Lipschitz constant of the composite function f ◦ pθ. CoBO [14] further proposes regularization
losses that explicitly reduce L3 with theoretical grounding. Since the surrogate model m emulates
the composite function f ◦ pθ, its Lipschitz constant L2 can also be reduced along with L3.

4.3 Potential-aware Trust Region Anchor Selection

Here, we propose a potential-aware trust region anchor selection to consider both the objective
function value y and the potential ability of the trust region to benefit the optimization. Previous
trust region-based BO works [13, 14, 36, 42] select the anchor based on the corresponding objective
function value only. However, this objective score-based anchor selection does not consider that the
trust region contains latent points expected to enhance the optimization performance.

We design a potential score to measure the potential ability to enhance the optimization process of
the trust region. To compute it, we use the acquisition function value, which is generally employed to
measure the potential ability to improve the optimization process of a given data point. Specifically,
we employ Thompson Sampling, a well-established acquisition function used in previous trust region-
based methods [13, 14, 36]. Formally, the potential score of each trust region Ti is computed as
follows:

αi
pot = max

z∈Zi
cand

f̂(z) where f̂ ∼ GP (µ(z), k(z, z′)) , (7)

where i is an index of the candidate anchor point, Zi
cand is the candidate set sampled from the trust

region Ti and f̂ is a sampled function from the surrogate model (e.g., GP) posterior.

As the scale of objective function values Y = {y1, y2, ..., yn} and that of the potential ability of each
trust region A =

{
α1

pot, α
2
pot, ..., α

n
pot

}
is changed dynamically during the optimization process, we

calculate a scaled potential score αi
pot by adjusting the scale of αi

max according to the Y :

αi
scaled =

αi
pot −Amin

Amax −Amin
× (Ymax − Ymin), (8)

where Amax = maxi
[
αi

pot

]
and Amin = mini

[
αi

pot

]
denote the maximum and minimum value of A,

respectively. Ymax = maxi
[
yi
]

and Ymin = mini
[
yi
]

indicate the maximum and minimum value
of Y , respectively. Based on the scaled potential score αi

scaled, the final score si of each anchor is
calculated as:

si = yi + αi
scaled. (9)

Our final score takes into account the objective function value of the anchor (observed value) and the
potential score (model’s prediction) for the better local search space. Finally, we select the anchors
with the highest final score si. We summarize our potential-aware trust region anchor selection
schema in Algorithm 2 of Section N.

5 Experiments

5.1 Tasks

We measure the performance of the proposed method named InvBO on nine different tasks with
three Bayesian optimization benchmarks: Guacamol [43], DRD3, and arithmetic expression fitting
tasks [6, 8, 11–13, 44]. Guacamol and the DRD3 benchmark tasks aim to find molecules with the
most necessary properties. For Guacamol benchmarks, we use seven challenging tasks, Median
molecules 2 (med2), Zaleplon MPO (zale), Perindopril MPO (pdop), Amlodipine MPO (adip),
Osimertinib MPO (osmb), Ranolazine MPO (rano), and Valsartan SMARTS (valt). To show the
effectiveness of our InvBO in various settings, we also conducted experiments in a large budget
setting, which is used in previous works [13, 14]. The goal of the arithmetic expression fitting task
is to generate single-variable expressions that minimize the distance from a target expression (e.g.,
1/3 + x+ sin (x× x)). More details of each benchmark are provided in Section K.
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Table 1: Optimization results of applying InvBO to several trust region-based LBOs on Guacamol
benchmark tasks. A higher score is a better one.

Task Median molecules 2 (med2) Valsartan SMARTS (valt)

Num Oracle 100 300 500 100 300 500

TuRBO-L 0.186±0.000 0.186±0.000 0.186±0.000 0.000±0.000 0.000±0.000 0.000±0.000
TuRBO-L + InvBO 0.186±0.000 0.194±0.002 0.202±0.001 0.000±0.000 0.024±0.017 0.212±0.092

LOL-BO 0.186±0.000 0.186±0.000 0.190±0.001 0.000±0.000 0.000±0.000 0.000±0.000
LOL-BO + InvBO 0.189±0.002 0.204±0.005 0.227±0.010 0.000±0.000 0.007±0.005 0.171±0.039

CoBO 0.186±0.000 0.188±0.002 0.191±0.003 0.000±0.000 0.000±0.000 0.000±0.000
CoBO + InvBO 0.187±0.001 0.203±0.004 0.214±0.006 0.000±0.000 0.042±0.013 0.348±0.107

Figure 4: Optimization results on Guacamol benchmark tasks. The lines and ranges indicate the
average and standard error of ten runs under the same settings. A higher score is a better score.

5.2 Baselines

We compare to six latent Bayesian Optimization methods: LS-BO, TuRBO [36], W-LBO [11], LOL-
BO [13], CoBO [14], and PG-LBO [17]. We also compare with GB-GA [45], a widely used genetic
algorithm for graph structure data. LOL-BO and CoBO employ the decoder triplet generated by the
recentering technique, and the other baselines employ the encoder triplet during the optimization
process. In the case of LOL-BO and CoBO, we substitute the recentering technique with the inversion
method. We provide the details of each baseline in Section L.

5.3 Implementation Details

For the arithmetic expression fitting task, we follow other works [8, 11, 13, 14] to employ Grammar-
VAE model [8]. For the de novo molecule design tasks such as Guacamol benchmark and DRD3 tasks,
we use SELFIES VAE [13] following recent works [13, 14]. In all tasks, we adopt sparse variational
GP [46] with deep kernel [47] as our surrogate model. In the inversion method, the learning rate is
set to 0.1 in all experiments. The further implementation details are provided in Section M.

5.4 Experimental Results

We apply our InvBO to several trust region-based LBOs, TuRBO-L, LOL-BO [13] and CoBO [14],
and provide optimization results on two Guacamol benchmark tasks, med2 and valt. All results
are average scores of ten runs under the identical settings. Table 1 demonstrates that our InvBO
consistently improves all LBO models in two tasks by a large margin. In particular, in the valt task,
all baseline models with InvBO demonstrate significant performance improvements and CoBO with
InvBO achieves a 0.348 score gain while the baseline models without InvBO fail in optimization.
More results of other baselines with InvBO on other tasks are provided in Section E.

Figure 4 provides the optimization results on four Guacamol benchmark tasks including med2, zale,
osmb, and valt. Each subfigure shows the number of evaluations of the black box objective function
(Number of Oracle) and the corresponding average and standard error of the objective score (Best
Score). Our InvBO built on CoBO achieves the best performance in all four tasks. Further results of
other tasks are provided in Section F.

We also conduct experiments to demonstrate the effectiveness of our InvBO on DRD3 and arithmetic
expression fitting tasks and large-budget settings. The experimental results are illustrated in Fig-

7



(a) DRD3 and Arithmetic expression task (b) Guacamol task under the large budget setting

Figure 5: Optimization results on various tasks and settings. Note that: (a) A lower score is a better
score. (b) A higher score is a better score.

Figure 6: Optimization results of component ablation on zale, med2, osmb, and valt.

ure 5(a) and Figure 5(b), respectively. Please note that both DRD3 and arithmetic expression tasks
aim to minimize the score while the goal of Guacamol tasks is increasing the score. Figure 5 shows
that our InvBO applied to CoBO achieves the best performance. We provide further optimization
results on other tasks under the large budget settings in Section G. These results demonstrate that
InvBO is effective in diverse tasks and settings.

6 Analysis

6.1 Ablation Study

We conduct additional experiments to verify the contribution of each component in our InvBO: the
inversion method (INV), and the potential-aware trust region anchor selection method (PAS). Figure 6
shows the optimization results of the ablation study on med2, zale, osmb, and valt tasks. From the
figure, models with the inversion method (i.e., CoBO with INV and InvBO) replace the recentering
technique as the inversion method, while models without the inversion method (i.e., vanilla CoBO
and CoBO with PAS) employ the recentering technique. Notably, both components of our method
contribute to the optimization process, and the combination work, InvBO, consistently obtains better
objective scores compared to other models. Specifically, in osmb task, the average best score achieved
by the methods with the PAS, INV and both (i.e., InvBO) shows 0.784, 0.792, and 0.804 score gains
compared to vanilla CoBO, respectively.

6.2 Analysis on Misalignment Problem and Inversion

To further prove that the misaligned dataset hinders the accurate learning of the surrogate model (i.e.,
misalignment problem), we compare the performance of the surrogate model trained with aligned
and misaligned datasets on the med2 task. Figure 7 shows the fitting results of the surrogate model
trained with encoder triplets (genc, left) and decoder triplets (gdec, right), respectively. Figure 7
demonstrates that the surrogate model gdec approximates the objective function accurately, while genc

fails to emulate the objective function. Further details of an experiment are provided in Section I.

In Figure 8, we compare the optimization results of CoBO using decoder triplets and encoder
triplets on the valt and med2 tasks. Both models use the potential-aware anchor selection, and the
decoder triplets are made by our inversion method. CoBO using the decoder triplets shows superior
optimization performance over the CoBO using the encoder triplets on both tasks. This implies that
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Figure 7: Gaussian process fitting results trained
with encoder triplets and decoder triplets.

Figure 8: Optimization results using encoder
triplet and decoder triplet on valt and med2 tasks.

Figure 9: (Left) Gaussian process prediction error
within the trust region. (Right) Optimization re-
sults on med2 tasks.

Figure 10: Optimization results with diverse trust
region anchor selections on valt and med2 tasks.

the misaligned dataset hinders the accurate learning of the surrogate model, which leads to suboptimal
optimization results, and the inversion method handles the problem by generating the decoder triplet.

6.3 Effects of Inversion on Proposition 1

In Section 4.2, we provide the upper bound of the error between the predicted and ground-truth
objective value. In Eq. (6), the Lipschitz constant of the objective function L1 and the trust region
radius δ is fixed or the hyper-parameter and the constant c can be improved by learning the surrogate
model. In the end, we can reduce the upper bound of the objective value prediction error by reducing
the three components: γ, L2, and L3, which implies the distance between x and pθ(z), the Lipschitz
constant of function m and f ◦pθ, respectively. Our inversion method reduce γ by searching the latent
vector zinv that satisfies x = pθ(zinv). Previously, CoBO [14] proposed regularization losses that
reduce L3. Since the surrogate model emulates the composite function f ◦ pθ, these regularization
losses can reduce L2 along with L3.

Figure 9 (left) shows the regularization losses of CoBO and our inversion method reduces the objective
value prediction error. CoBO-based models (i.e., CoBO+PAS and CoBO+InvBO) employ the CoBO
regularization losses, and models with InvBO (i.e., TuRBO-L+InvBO and CoBO+InvBO) employ
our inversion method. TuRBO-L does not use the CoBO regularization losses nor our inversion
method, and models with PAS (i.e., TuRBO-L+PAS and CoBO+PAS) employ encoder triplets.
Applying the regularization losses and our inversion method reduces the objective value prediction
error, respectively, but our inversion method shows a larger error reduction. The combination
of regularization losses and our inversion shows the smallest prediction error, which implies our
inversion method robustly complements existing methods. We provide the optimization results of
each model on the med2 task in Figure 9 (right). These results demonstrate that reducing the objective
function prediction error plays a crucial role in optimization performance.

6.4 Comparing Diverse Anchor Selection Methods

To further prove the importance of our potential-aware anchor selection method, we perform BO
with the diverse anchor selection methods: random, acquisition α, and objective score y. Random
indicates randomly selected anchors, and acquisition and objective indicate anchors are selected based
on the max acquisition function value and objective score, respectively. All models use the inversion
method, and the optimization results on valt and med2 tasks are in Figure 10. Ours and objective
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score-based anchor selection rapidly find high-quality data compared to the random and acquisition-
based selections. However, objective score-based anchor selection shows inferior performance than
our potential-aware anchor selection. This indicates that both the uncertainty of the surrogate model
and objective function value need to be considered for exploration and exploitation.

7 Conclusion

We propose Inversion-based Latent Bayesian Optimization (InvBO), a plug-and-play module for LBO.
We introduce the inversion method that inverts the decoder to find the latent vector for generating
the aligned dataset. Additionally, we present the potential-aware trust region anchor selection that
considers not only the corresponding objective function value of the anchor but also the potential
ability of the trust region. From our experimental results, InvBO achieves state-of-the-art performance
on nine LBO benchmark tasks. We also theoretically demonstrate the effectiveness of our inversion
method and provide a comprehensive analysis to show the effectiveness of our InvBO.

Broader Impacts

One of the contributions of this paper is molecular design optimization, which requires careful
consideration due to its unintentional applications such as the generation of toxic. We believe that
our work has a lot of positive aspects to accelerate the development of chemical and drug discovery
with an inversion-based latent Bayesian optimization method.

Limitations

The performance of the methods proposed in the paper depends on the quality of the generative
model. For example, if the objective function is related to the molecule property, the generated model
such as the VAE should have the ability to generate the proper molecule to have good performance of
optimization.
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A A Proof of Proposition 1

In this section, we provide the proof of Proposition 1.
Proposition 1. Let f be a black-box objective function and m be a posterior mean of Gaussian
process, pθ be a decoder of the variational autoencoder, c be an arbitrarily small constant, dX and
dZ be the distance function on input X and latent Z spaces, respectively. The distance function dX
is bounded between 0 and 1, inclusive. We assume that f , m and the composite function of f and pθ
are L1, L2, and L3-Lipschitz continuous functions, respectively. Suppose the following assumptions
are satisfied:

|f(x)−m(z)| ≤ c,

dX (x, pθ(z)) ≤ γ.
(10)

Then the difference between the posterior mean of the arbitrary point z′ in the trust region centered
at z with trust radius δ and the black box objective value is upper bounded as:

|f(pθ(z′))−m(z′)| ≤ c+ γ · L1 + δ · (L2 + L3), (11)
where dZ(z, z

′) ≤ δ.

Proof. With L-Lipschitz continuity, we have:
|f(x)− f(pθ(z))| ≤ L1 · dX (x, pθ(z)) ≤ γ · L1,

|m(z)−m(z′)| ≤ L2 · dZ(z, z′) ≤ δ · L2,

|f(pθ(z))− f(pθ(z
′))| ≤ L3 · dZ(z, z′) ≤ δ · L3.

(12)

Thus, the difference between the posterior mean of point within the trust region of length δ centered
at z and the black-box objective value is upper bounded as follows:
|f(pθ(z′))−m(z′)|
= |(f(x)−m(z)) + (f(pθ(z))− f(x)) + (f(pθ(z

′))− f(pθ(z))) + (m(z)−m(z′))|
≤ |f(x)−m(z)|+ |f(pθ(z))− f(x)|+ |f(pθ(z′))− f(pθ(z))|+ |m(z)−m(z′)|
≤ c+ γ · L1 + δ · (L2 + L3)

(13)

B Exploration of Potential-aware Trust Region Anchor Selection

Figure 11: Exploration effectiveness ablation study of the potential aware anchor selection (PAS) on
CoBO+InvBO (INV, PAS).

We measure the number of searched unique data samples for each iteration to validate the exploration
ability of our potential-aware trust region anchor selection in 4.3. We compare it with the objective
score-based anchor selection, which selects the best anchors based on their objective score, used in
most prior works [13, 14, 36]. From the figure, our potential-aware anchor selection searches more
diverse data compared to the objective score-based anchor selection on both tasks. These results
demonstrate that our anchor selection method improves the exploration ability without the loss of the
exploitation ability.
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C Dissimilarity in Latent Bayesian Optimization

Figure 12: Dissimilarity between xi and pθ(z
i) with and without inversion on med2 and valt tasks.

The measurement of dissimilarity is the normalized Levenshtein distance between the SELFIES
token. (x-axis: number of iterations, y-axis: normalized Levenshtein distance.)

We here provide the comparison of with and without inversion to empirically prove that the inversion
generates aligned data. Given a pair of data sample xi and its corresponding latent vector zi, we mea-
sure the dissimilarity between the input xi and the data pθ(zi) generated from the decoder. The latent
vector generated with the inversion method zi is defined as zi = argminz∈Z dX (xi, pθ(z)) (Sec-
tion 4.2) The latent vector without inversion method zi = qϕ(x

i) is constructed by feeding the input
xi into the encoder qϕ similar to prior LBO works [11, 17].

Figure 12 shows the dissimilarity comparison results without and with the inversion on med2 and valt
tasks. We measure the dissimilarity as the normalized Levenshtein distance between two SELFIES
tokens. The x-axis indicates the iteration, and the y-axis indicates the dissimilarity between xi and
pθ(z

i). From the figure, the inversion achieves zero dissimilarity for every iteration on both tasks,
which indicates that the inversion always generates aligned data. On the other hand, BO without the
inversion mostly generates misaligned data. These results demonstrate the necessity of the inversion
in LBO.

D Applying PAS to TuRBO on standard BO benchmark

Figure 13: Optimization results of TuRBO and applying PAS to TuRBO on the synthetic Ackley
function with 40 dimensions. The lines and ranges indicate the mean and a standard deviation of ten
runs with different seeds.

We analyze the effectiveness of PAS along with standard BO approaches. We provide the opti-
mization performance of TuRBO and TuRBO with PAS in the Ackley benchmark function with 40
dimension, with input ranges from [-32.768, 32.768]. Our implementation is based on the codebase
of TuRBO [36] provided in the BoTorch [48] tutorial, and we use the RBF kernel with Automatic
Relevance Determination (ARD) lengthscale [49]. The number of initial data is 80 and the number of
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total oracle calls is 1,000. Figure 13 shows that applying PAS on TuRBO consistently improves the
optimization performance during the iteration. This result demonstrates that PAS is also effective in
standard BO benchmark tasks.

E Experiments of Plug-and-Play

We provide further results of applying our InvBO to previous LBO works, LS-BO, TuRBO-L, W-
LBO [11], LOL-BO [13], PG-LBO [17] and CoBO [14] on Guacamol and arithmetic fitting tasks. All
results are average scores of ten runs under identical settings. Since LS-BO, W-LBO, and PG-LBO
are not trust region-based LBO, we report the optimization results applying inversion (INV) only on
these baselines. The experimental results are illustrated in Table 2. The table shows that applying our
InvBO to all previous LBO works consistently improve the optimization performance in all Guacamol
and arithmetic expression fitting tasks.

F Experiments on Guacamol Benchmark with Small Budget

Figure 14: Optimization results on Guacamol benchmark tasks, excluding the tasks in Figure 4. The
lines and ranges indicate the average and standard error of ten runs under the same settings. A higher
score is a better score.

Figure 14 provides the optimization results on three Guacamol benchmark tasks including pdop,
adip, and rano. The y-axis of each subfigure denotes the best-found score, and the x-axis denotes the
number of the objective function evaluation. Our InvBO built on the CoBO shows the state-of-the-art
performance on all three tasks. In particular, CoBO with our InvBO achieves 0.56 best score in the
pdop task while the best scores of all other baselines are under 0.48.

G Experiments on Guacamol Benchmark with Large Budget

We provide further optimization results on five Guacamol benchmark tasks, adip, osmb, pdop, rano,
and zale under the large budget setting to demonstrate the effectiveness of our InvBO in diverse
budget settings, which are used in previous works [13, 14]. The experimental results are illustrated in
Figure 15. In the figure, our InvBO to CoBO achieves superior performance on large-budget settings.
Specifically, InvBO built on the CoBO showed a large margin from the baseline and achieved a more
than 0.9 best score in adip tasks. These results imply that our InvBO is effective in diverse settings
and tasks.

H Analysis on Recentering Technique

We here provide the details about additional oracle calls in the recentering technique [13, 14].
Firstly, CoBO explicitly mentioned the oracle call for recentering in L8-9 of Algorithm 1 in the paper.
Secondly, LOL-BO’s oracle calls for recentering can be verified by its official GitHub code. See, L188-
228 of lolbo/lolbo/lolbo.py and L54 of lolbo/lolbo/latent_space_objective.py.
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Table 2: Optimization results of applying InvBO or inversion method (INV) to several LBOs on
Guacamol benchmark tasks and arithmetic expression task, including the task in Table 1. A higher
score is better for all tasks except the arithmetic expression task.

Task Aripiprazole similarity (adip) Median molecules 2 (med2)

Num Oracle 100 300 500 100 300 500

LBO 0.493±0.003 0.497±0.005 0.499±0.006 0.186±0.000 0.186±0.000 0.186±0.000
LBO + INV 0.495±0.002 0.501±0.006 0.509±0.008 0.186±0.000 0.188±0.002 0.190±0.002

W-LBO 0.497±0.003 0.499±0.006 0.502±0.006 0.186±0.000 0.186±0.000 0.186±0.000
W-LBO + INV 0.507±0.001 0.523±0.002 0.526±0.002 0.186±0.000 0.206±0.001 0.207±0.001

PG-LBO 0.497±0.003 0.518±0.008 0.528±0.008 0.186±0.000 0.186±0.000 0.186±0.000
PG-LBO + INV 0.498±0.003 0.523±0.006 0.558±0.007 0.186±0.000 0.186±0.000 0.191±0.002

TuRBO-L 0.491±0.000 0.491±0.000 0.491±0.000 0.186±0.000 0.186±0.000 0.186±0.000
TuRBO-L + InvBO 0.499±0.006 0.518±0.008 0.541±0.008 0.186±0.000 0.194±0.002 0.202±0.001

LOL-BO 0.491±0.000 0.501±0.004 0.512±0.005 0.186±0.000 0.186±0.000 0.190±0.001
LOL-BO + InvBO 0.500±0.002 0.545±0.009 0.578±0.011 0.189±0.002 0.204±0.005 0.227±0.010

CoBO 0.491±0.000 0.501±0.004 0.509±0.005 0.186±0.000 0.188±0.002 0.191±0.003
CoBO + InvBO 0.502±0.004 0.542±0.006 0.581±0.008 0.187±0.001 0.203±0.004 0.214±0.006

Task Osimertinib MPO (osmb) Valsartan SMARTS (valt)

Num Oracle 100 300 500 100 300 500

LBO 0.762±0.000 0.763±0.001 0.769±0.005 0.000±0.000 0.000±0.000 0.000±0.000
LBO + INV 0.767±0.002 0.773±0.004 0.782±0.004 0.000±0.000 0.000±0.000 0.000±0.000

W-LBO 0.762±0.001 0.766±0.003 0.771±0.004 0.000±0.000 0.000±0.000 0.001±0.001
W-LBO + INV 0.770±0.001 0.786±0.001 0.789±0.001 0.000±0.000 0.002±0.001 0.116±0.010

PG-LBO 0.763±0.002 0.764±0.002 0.771±0.003 0.000±0.000 0.000±0.000 0.000±0.000
PG-LBO + INV 0.765±0.003 0.784±0.005 0.804±0.004 0.000±0.000 0.000±0.000 0.159±0.079

TuRBO-L 0.762±0.000 0.762±0.000 0.762±0.000 0.000±0.000 0.000±0.000 0.000±0.000
TuRBO-L + InvBO 0.765±0.002 0.785±0.003 0.799±0.004 0.000±0.000 0.024±0.017 0.212±0.092

LOL-BO 0.762±0.000 0.769±0.002 0.777±0.003 0.000±0.000 0.000±0.000 0.000±0.000
LOL-BO + InvBO 0.775±0.002 0.797±0.006 0.807±0.005 0.000±0.000 0.007±0.005 0.171±0.039

CoBO 0.762±0.000 0.763±0.001 0.772±0.003 0.000±0.000 0.000±0.000 0.000±0.000
CoBO + InvBO 0.769±0.002 0.795±0.004 0.804±0.004 0.000±0.000 0.042±0.013 0.348±0.107

Task Perindopril MPO (pdop) Ranolazine MPO (rano)

Num Oracle 100 300 500 100 300 500

LBO 0.458±0.002 0.458±0.002 0.458±0.002 0.650±0.006 0.655±0.007 0.664±0.012
LBO + INV 0.466±0.007 0.466±0.007 0.469±0.007 0.658±0.007 0.669±0.008 0.682±0.009

W-LBO 0.460±0.004 0.462±0.004 0.464±0.005 0.649±0.006 0.674±0.007 0.681±0.005
W-LBO + INV 0.468±0.001 0.478±0.002 0.483±0.001 0.683±0.002 0.700±0.003 0.707±0.003

PG-LBO 0.458±0.002 0.458±0.002 0.465±0.004 0.650±0.003 0.681±0.009 0.720±0.008
PG-LBO + INV 0.458±0.002 0.466±0.005 0.490±0.009 0.674±0.010 0.713±0.013 0.729±0.016

TuRBO-L 0.456±0.000 0.456±0.000 0.456±0.000 0.642±0.000 0.642±0.000 0.650±0.007
TuRBO-L + InvBO 0.470±0.005 0.506±0.008 0.534±0.008 0.688±0.004 0.743±0.011 0.791±0.013

LOL-BO 0.456±0.000 0.462±0.004 0.470±0.004 0.642±0.000 0.671±0.007 0.688±0.010
LOL-BO + InvBO 0.512±0.017 0.546±0.014 0.565±0.014 0.699±0.004 0.762±0.012 0.787±0.014

CoBO 0.456±0.000 0.460±0.004 0.461±0.004 0.642±0.000 0.654±0.006 0.705±0.007
CoBO + InvBO 0.506±0.011 0.538±0.014 0.561±0.015 0.686±0.004 0.738±0.012 0.756±0.015

Task Zaleplon MPO (zale) Arithmetic expression

Num Oracle 100 300 500 100 300 500

LBO 0.344±0.009 0.357±0.010 0.368±0.009 1.274±0.147 0.512±0.046 0.425±0.020
LBO + INV 0.370±0.015 0.387±0.010 0.394±0.011 1.306±0.128 0.506±0.114 0.317±0.048

W-LBO 0.369±0.014 0.390±0.013 0.407±0.014 1.280±0.169 0.686±0.103 0.538±0.068
W-LBO + INV 0.383±0.003 0.416±0.002 0.423±0.002 1.524±0.008 0.466±0.006 0.445±0.006

PG-LBO 0.369±0.009 0.410±0.012 0.415±0.009 1.290±0.146 0.913±0.140 0.832±0.146
PG-LBO + INV 0.372±0.016 0.420±0.007 0.452±0.006 1.515±0.060 0.872±0.107 0.595±0.106

TuRBO-L 0.327±0.000 0.332±0.005 0.332±0.005 1.424±0.126 0.885±0.083 0.605±0.094
TuRBO-L + InvBO 0.411±0.017 0.461±0.015 0.475±0.016 0.898±0.161 0.692±0.139 0.374±0.060

LOL-BO 0.327±0.000 0.398±0.012 0.431±0.006 0.953±0.109 0.578±0.053 0.412±0.039
LOL-BO + InvBO 0.400±0.011 0.456±0.011 0.477±0.011 0.739±0.142 0.510±0.031 0.392±0.023

CoBO 0.327±0.000 0.393±0.014 0.421±0.010 0.752±0.122 0.526±0.057 0.391±0.006
CoBO + InvBO 0.435±0.014 0.495±0.023 0.513±0.012 0.840±0.173 0.513±0.075 0.252±0.067
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Figure 15: Optimization results on Guacamol task under the large budget setting, excluding the tasks
in Figure 5(b). The lines and ranges indicate the average and standard error of five runs under the
same settings. A higher score is a better score.

We present the experiments on additional oracle calls in recentering in Figure 16. The figure shows
the optimization results of CoBO that use recentering with additional oracle calls and recentering
without additional oracle calls on med2 and valt tasks. In both tasks, CoBO that uses the recentering
technique without additional oracle calls fails in optimization while consuming additional oracle calls
shows progress. These results show that the additional oracle calls are essential in the recentering
technique, while the previous works do not explicitly mention it.

I Analysis on Misalignment Problem

We here provide the experimental details about the Gaussian process fitting with the encoder triplets
and the decoder triplets. We train the surrogate model on 300 train points and predict on 100
test points, all points are randomly sampled. The encoder triplets {(xi, qϕ(x

i), f(xi))}ni=1 and the
decoder triplets {(xi, ziinv, f(x

i))}ni=1 share the same discrete data x, where xi = pθ(z
i
inv). The dots

in the figure denote the mean predictions of the surrogate model and bars denote 95% confidence
intervals. Figure 17 provides the Gaussian process fitting results trained with the encoder triplets
(Left) and decoder triplets (Right) that predict the training points on the med2 task. The figure implies
that the Gaussian process trained with encoder triplet fails to fit the composite function f ◦ pθ, while
trained with decoder triplet emulates the function accurately.

J Efficiency Analysis

Although Bayesian optimization assumes the objective function is cost-expensive, it is still important
to consider the efficiency of the algorithm. We present an efficiency analysis comparing with
baseline methods [11, 13, 14, 17], and TuRBO-L, LS-BO. We conducted experiments under the same
condition for fair comparison: a single NVIDIA RTX 2080 TI with the CPU of AMD EPYC 7742.
Wall-clock time comparison with the baseline model is in Table 3. The table shows that applying our
InvBO to CoBO achieves state-of-the-art performance not only under the same oracle calls but also
under the same wall-clock time.
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Figure 16: Optimizaiton results on Guacamol tasks, med2 and valt. We compare the CoBO applying
InvBO that uses the recentering technique with and without additional oracle calls. The lines and
ranges indicate the average and standard error of ten runs under the same settings. A higher score is a
better score.

Figure 17: Gaussian process fitting results trained with encoder triplets and decoder triplets. Note
that the datapoints are in the training set.

K Details of Benchmark Tasks

We demonstrate the effectiveness of InvBO through three optimization benchmarks: Guacamol [43],
DRD3, and arithmetic expression fitting task [8, 11, 13, 14]. Guacamol benchmark tasks aim to
design molecules with the desired properties, which are scored with a range between 0 to 1. The
number of initial points is 100 and the number of oracle calls is 500 in a small-budget setting, and the
number of initial points is 10,000 and the number of oracle calls is 70,000 in a large-budget setting.
In the DRD3 benchmark task, we aim to design ligands (molecules that specifically bind to a protein)
that bind to dopamine receptor D3 (DRD3). We evaluate the docking score of ligands with the
Dockstring library [50]. The number of the observed data points is 100 and the number of max oracle
calls is 3,000. Lastly, the arithmetic expression fitting task is to generate single-variable expressions
that are close to a target expression (e.g., 1/3 + x + sin (x× x)). The number of initial access to
oracle is 100 and the number of max oracle calls is 500. All tasks are assumed to be noiseless settings,
and we select the initial points randomly from the dataset provided in [14] and the same initial data
was used in all tasks.

L Details of Baselines

We compare our InvBO with six latent Bayesian Optimization methods: LS-BO, TuRBO [36], W-
LBO [11], LOL-BO [13], CoBO [14], and PG-LBO [17], and one graph-based genetic algorithm:
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Table 3: Wall-clock time and corresponding best score for each model.

Task Model CoBO+InvBO CoBO PG-LBO LOL-BO TuRBO LS-BO W-LBO

med2

Found Best Score 0.2143 0.1907 0.1856 0.1904 0.1856 0.1856 0.1856
Oracle call 500 500 500 500 500 500 500

Wall-clock time (s) 420.12 285.02 1582.23 308.45 842.25 152.31 573.21

Found Best Score 0.1938 0.1883 0.1856 0.1856 0.1856 0.1856 0.1856
Oracle calls 284 314 55 286 182 400 236

Wall-clock time (s) 152.31 152.31 152.31 152.31 152.31 152.31 152.31

valt

Found Best Score 0.7325 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Oracle calls 500 500 500 500 500 500 500

Wall-clock time (s) 246.12 148.23 443.65 163.67 101.58 152.96 133.48

Found Best Score 0.1173 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Oracle calls 262 382 184 403 426 500 439

Wall-clock time (s) 101.58 101.58 101.58 101.58 101.58 101.58 101.58

GB-GA [45]. We adopt the standard LBO for LS-BO approach following other work [14] with
VAE update during the optimization process. TuRBO leverages trust regions to alleviate the over-
exploration. To adapt TuRBO to the latent space, we employ TuRBO-L, LS-BO with trust region,
following other latent Bayesian optimization baselines [13, 14]. W-LBO weights the data based on
importance in order to focus on samples with high objective values. LOL-BO adapts the concept
of the trust region to the latent space and proposes VAE learning methods to inject the prior of the
sparse GP models for better optimization. CoBO designs novel regularization losses based on the
Lipschitz condition to boost the correlation between the distance in the latent space and the distance
within the objective function. PG-LBO utilizes unobserved data with a pseudo-labeling technique and
integrates Gaussian Process guidance into VAE training to learn a latent space for better optimization.
In PG-LBO, we sample the pseudo data by adding the Gaussian noise, and dynamic thresholding.

M Implementation Details

Our implementation is based on the codebase of [13]. We use PyTorch3, BoTorch4 [48], GPy-
Torch5 [52], and Guacamol6 software packages. In the Guacamol tasks and DRD3 task [50], we
use the SELFIES VAE [13] which is pretrained in an unsupervised manner with 1.27M molecules
from Guacamol benchmark. The Grammar VAE [8] is pre-trained with 40K expression data in an
unsupervised manner. The dimension of latent space is 256 in the SELFIES VAE and 25 in the
Grammar VAE. The size of the data obtained from the acquisition function and k are hyperparameters,
which are presented in Table 4.

M.1 Hyperparameters Setting

The learning rate used in the inversion method is 0.1 in all tasks, as we empirically observe that it
always finds the latent vector that generates the target discrete data. The maximum iteration number
of the inversion method is 1,000 in all tasks. The rest of the hyperparameters follow the setting used
in [14]. Since arithmetic fitting tasks and Guacamol with the small budget tasks use different initial
data numbers used in [14], we set the number of top-k data and the number of query points Nq same
as DRD3 task, as they use the same number of initial data points.

N Pseudocode of Potential-aware Trust Region Anchor Selection

Here, we provide the pseudocode of the potential-aware trust region anchor selection method. We get
the max acquisition function value, which is a Thompson Sampling, of each trust region T i given a

3Copyright (c) 2016-Facebook, Inc (Adam Paszke) [51], Licensed under BSD-style license
4Copyright (c) Meta Platforms, Inc. and affiliates. Licensed under MIT License
5Copyright (c) 2017 Jake Gardner. Licensed under MIT License
6Copyright (c) 2020 The Apache Software Foundation, Licensed under the Apache License, Version 2.0.
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Table 4: Other hyperparameters for various benchmarks.

Hyperparameters Guacamol-small Guacamol-large DRD3 Arithmetic

Number of initial data points |D0| 100 10000 100 100
Number of query points Nq 5 10 5 5

Number of top-k data 50 1000 10 10
VAE update interval Nfail 10 10 10 10

Max oracle calls 500 70000 3000 500

Algorithm 2 Potential-aware Anchor Selection
Input: Data history {xi, zi, yi}ni=1, surrogate model GP

1: for i = 1, 2, ..., n do
2: Get a candidate set Zi

cand with random points in the trust region T i around zi

3: αi
pot = max

z∈Zi
cand

f̂(z) where f̂ ∼ GP (µ(z), k(z, z′)) ▷ Eq. (7)

4: end for
5: Y = {yi}ni=1
6: A = {αi

pot}ni=1
7: for i = 1, 2, ..., n do
8: αi

scaled ← Calculate(αi
pot, Y, A) ▷ Eq. (8)

9: si ← yi + αi
scaled ▷ Eq. (9)

10: end for
11: S = {si}ni=1
12: return zi where i is index of max (S)

candidate set Zi
cand in lines 2-3. After scaling the max acquisition function values, we calculate the

final score of each trust region si in lines 8-9. Finally, we sort the anchors in the descending order of
the final score and select the anchor.

O Pseudocode of InvBO Applied to CoBO

We provide the pseudocode of CoBO applying our method, InvBO, which consists of the inversion
method and the potential-aware anchor selection. The inversion method is used in lines 1 and 8, and
the potential-aware anchor selection method is used in line 11. As in CoBO, we use the subset of data
history, which is composed of the top k scored data and the most recently evaluated data during the
optimization process in line 4. When we fail Nfail times to update the best score, we train the VAE
with CoBO loss LCoBO and update the dataset to be aligned using the inversion method. After that, we
train the surrogate model with Dt and negative log-likelihood loss Lsurr except for the first iteration
and select the trust region anchor with the proposed potential-aware trust region anchor selection in
line 11. We select Nq next query points from the trust region in line 12. Then, we evaluate the next
query points with the objective function and update the data history in lines 17, and 18.
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Algorithm 3 InvBO built on CoBO
Input: Pretrained encoder qϕ, decoder pθ, black-box function f , surrogate model g, acquisition
function α, oracle budget T , latent update interval Nfail, number of query point Nq, initial data
D0 =

{
(xi, yi)

}n

i=1
, learning rate for inversion η, distance function dX

1: D0 ←
{(

xi, ziinv, y
i
)
|
(
xi, yi

)
∈ D0, ziinv ← Inversion

(
xi, qϕ, pθ, η, dX

)}n

i=1
▷ Algorithm 1

2: nfail ← 0
3: for t = 1, 2, ..., T do
4: Dt ← CONCAT

(
Dt−1[−Nq :], topk(Dt−1)

)
5: if nfail ≤ Nfail then
6: nfail ← 0
7: Train qϕ and pθ with LCoBO,Dt

8: Dt ←
{(

xi, ziinv, y
i
)
|
(
xi, zi, yi

)
∈ Dt, ziinv ← Inversion

(
xi, qϕ, pθ, η, dX

)}|Dt|
i=1

▷
Algorithm 1

9: end if
10: Train g with Lsurr,Dt if t ̸= 1 else D0

11: Zanchor ← Trust Region Anchor Selection(Dt, g) ▷ Algorithm 2
12: Znext ← Select Nq query points in trust region centered on Zanchor
13: y∗ ← max(x,z,y)∈Dt y

14: if f(pθ(zi)) ≤ y∗, ∀zi ∈ Znext then
15: nfail ← nfail + 1
16: end if
17: Dnew ←

{(
pθ(z

i), zi, f(pθ(z
i))

)
|zi ∈ Znext

}|Znext|
i=1

18: Dt ← CONCAT (Dt,Dnew)
19: end for
20: (x∗, z∗, y∗)← argmax(x,z,y)∈DT y
21: return x∗
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims reflect the paper’s contributions and scope sufficiently.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The paper provide the limitation after the Section 7.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The paper provide the theory and The full set of assumption on Proposition 1.
A complete proof of the proposition in Section A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper provide the implementation details including the hyperparameter
settings in Section 5.3, M and the details of baselines in Section L, and the details of
benchmark tasks in Section K.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provide anonymized code that satisfied the submission guidelines.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provide the implementation details including the hyperparameter
settings in Section 5.3, M and the details of baselines in Section L, and the details of
benchmark tasks in Section K.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper depict the errorbar and the error statistic on every performance
results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provide the computer resources including the time of excution in
Section J.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper conform the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper provide the broader impacts after the Section 7.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [No]

Justification: The paper does not include the safeguards for misusing.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper provide the license in Section M and used the assets properly.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper provide the code and documentation of it.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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