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Abstract

Analyzing the motion of multiple biological agents, be it cells or individual animals,
is pivotal for the understanding of complex collective behaviors. With the advent of
advanced microscopy, detailed images of complex tissue formations involving mul-
tiple cell types have become more accessible in recent years. However, deciphering
the underlying rules that govern cell movements is far from trivial. Here, we present
a novel deep learning framework for estimating the underlying equations of motion
from observed trajectories, a pivotal step in decoding such complex dynamics.
Our framework integrates graph neural networks with neural differential equations,
enabling effective prediction of two-body interactions based on the states of the
interacting entities. We demonstrate the efficacy of our approach through two
numerical experiments. First, we used simulated data from a toy model to tune
the hyperparameters. Based on the obtained hyperparameters, we then applied
this approach to a more complex model with non-reciprocal forces that mimic the
collective dynamics of the cells of slime molds. Our results show that the proposed
method can accurately estimate the functional forms of two-body interactions –
even when they are nonreciprocal – thereby precisely replicating both individual
and collective behaviors within these systems.

1 Introduction

Collective motion, a phenomenon observed in various biological systems, is characterized by the
coordinated movement of multiple entities. This behavior is prevalent in a wide range of self-
propelled systems, collectively referred to as active matter (1), from flocks of birds (2; 3; 4) and
schools of fish (5) to cellular slime molds (6), microswimmers (7), swarming leukocytes (8), and
human crowds (9). Understanding the underlying mechanisms of collective motion is crucial for
elucidating the principles governing the dynamics of these systems. In particular, the interactions
between individual entities play a pivotal role in shaping the collective behavior of the system.

Recent advances in imaging technologies have enabled detailed observations at the cellular level,
providing insights into the dynamics of complex tissue formation involving multiple cell types. For
example, cellular slime molds, a model organism for studying collective motion, exhibit intricate
behaviors such as aggregation, migration, and differentiation (6). These behaviors are driven by
the interactions between different cell types, which are mediated by chemical signals and physical
forces. Decoding the underlying equations of motion that govern these interactions is essential for
understanding the emergent properties of these systems.
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In this work, we present a novel deep learning framework for estimating two-body interactions in
a mixed-species collective motion. Our framework integrates graph neural networks (GNNs) with
neural differential equations (neural DEs) to predict interactions between pairs of entities based on
their states. GNNs are well-suited for modeling complex interactions in graph-structured data, while
neural DEs provide a flexible framework for learning the dynamics of the system. By combining these
two approaches, we can effectively capture the interactions between individual entities and predict
their collective behavior. We demonstrate the efficacy of our framework through two numerical
experiments. The first experiment uses a toy model designed to generate data for refining the
hyperparameters of our framework. The second experiment explores a complex scenario that partially
mimics the collective motion of cellular slime molds, where two different cell types interact with each
other. Our results show that our method can accurately estimate the two-body interactions, thereby
replicating both individual and collective behaviors within these systems.

The rest of this paper is organized as follows. In section 2, we introduce the study of collective motion.
In section 3, we provide an overview of related work on collective motion and deep learning for
dynamical systems. In section 4, we describe our deep learning framework for estimating two-body
interactions in mixed-species collective motion. In section 5, we successfully apply this framework to
two numerical experiments. Finally, in section 6, we discuss the implications of our work and outline
potential future research directions.

2 Background

Let us first describe the formulation of collective motion in active matter. Starting with the Vicsek
model (10), the collective behavior in active matter is described based on the centroids, velocities,
and orientations of each individual. A unique aspect of active matter is that it allows for spontaneous
generation of forces and torques, which is justified by the ability to extract and utilize energy from
the external environment (11). The Vicsek model itself is a multi-particle model in discrete time,
where each individual possesses a velocity along its orientation and adjusts its direction based on
interactions with nearby individuals. This model assumes that interactions among individuals are local
and can be represented using a dynamical graph structure (12). Stemming from this model, numerous
other models have been proposed, differing in the nature of interactions between individuals and
the forms of their equations of motion. Particularly models with continuous-time motion equations
often use Langevin equations where the motion of individuals is described by the summation of
pairwise interactions (13). Furthermore, since active matter can utilize energy from the external
environment, focusing solely on moving agents categorizes it as an open system. This implies that the
conservation of the total system energy is not guaranteed, making these systems inherently unsuitable
for Hamiltonian descriptions. Given this background, the formulation of collective motion in active
matter typically involves direct descriptions of forces rather than using free energy.

3 Related Work

System Identification methods: This section discusses methods for estimating governing laws
from data, commonly referred to as system identification. System identification aims to estimate
the equations of motion of a system from data. One well-known method for estimating differential
equations is Sparse Identification of Nonlinear Dynamics (SINDy) (14). SINDy estimates nonlinear
differential equations from data using LASSO regression to sparsely estimate the terms of the
equations. However, when applying this method to many-body systems with pairwise interactions,
the number of parameters to estimate increases exponentially with the number of individuals, which
raises computational costs and leads to potential instabilities. Other system identification methods
use Bayesian optimization (15; 16; 17), e.g. representing the functions in the motion equations
through basis function expansion, and estimating their coefficients via Bayesian optimization. This
method has been successfully used in Vicsek model, reproducing its formation of orientational
order. However, the effectiveness of this approach for more complex systems, such as mixed-
species systems, remains unclear. Deep learning approaches to analyzing collective motion have
also been proposed (18; 19; 20). These incorporate Attention mechanisms to analyze behaviors
limited to turning right or left (18), systems that limit the scope to Vicsek-type models to estimate
orientational order parameters (19), or to estimate two-body interactions by expressing forces as
neural networks (20). Another possibility is to express Hamiltonians (21) or Lagrangians (22) as
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neural networks, in order to preserve known symmetries of the studied system. Some proposed
including knowledge or assumptions about the physical context into the loss function (23). So far,
none of these methods have been applied to systems in which multiple species interact with each
other in unknown ways.

Integration of graph neural network with neural differential equations: In this paper, we
integrate GNN with neural ordinary differential equations (neural ODEs) to estimate interactions
through evaluating equations of motion with dynamic edge structure. Most of the previous studies
on integration of the two methods solve and train ODEs on a graph with fixed edges and consider
changes in the edge weight (24; 25; 26; 27; 28). This approach requires a fully or almost fully
connected graph for collective motion where the adjacency changes drastically over time, and causes
memory inefficiency. On the other hand, some introduced a given time series of edge structure (29),
making the system difficult to be extrapolated. Thus we resolved these issues by setting a rule to
define edges at each time point instead of explicitly giving graph structure time series.

4 Method

We aim to estimate the rules of motion for individual entities within collective motion data. This
section presents the general framework that is used to generate the training data from a physical model
for two numerical experiments, as well as the learning algorithm and neural network architecture.

4.1 Physical model

We represent the state of each entity i at time t as Z ∋ zi(t) = (xi(t), yi) ∈ X × Y , where xi ∈ X
denotes the variables described by the motion equations in the state space X ⊂ Rn, and yi, a
non-temporal variable, represents auxiliary attributes such as the type of each entity within the feature
space Y . We define a distance function d : Z × Z → R, and assume that entities i and j interact at
time t if dij(t) := d(zi(t), zj(t)) < d0, where d0 ∈ R is a predefined threshold. The motion of each
entity i is governed by the following Langevin equation:

dxi =

F (1)(zi(t)) +
∑

j s.t. dij(t)<d0∧j ̸=i

F (2)(zi(t), zj(t))

 dt+ σdW i(t), (1)

with given self-driven forces F (1) : Z → Rn, forces due to interactions between pairs F (2) :
Z × Z → Rn, intensity of noise σ ∈ R, and a Wiener process W i(t) ∈ Rn. Given the initial state
Z(t0) ∈ Z at time t0 ∈ R, the state Z(t0+∆t) ∈ Z after a time interval ∆t ∈ R can be determined by
solving the motion equation using the operator S(F (1), F (2), σ, d, d0) : (Z(t0),∆t) 7→ Z(t0 +∆t).
Here, zi(t0 +∆t) = (xi(t0 +∆t), yi) is defined by the following integral:

xi(t0 +∆t) = xi(t0) +

∫ t0+∆t

t0

dxi(t), (2)

which is computed numerically (section 4.3). For σ = 0, we evaluated eq.2 with the neural
ODE method (30; 31), and for σ ̸= 0 the neural stochastic differential equation (neural SDE)
method (32; 33).

4.2 Interpretation of the system as a graph

The system at any time t can be represented as a directed graph G(t) = (V,E(t), Z(t)), where the
set of entities represent the vertices V = {1, 2, . . . , N}, pairs of interacting entities constitute edges
E(t) = {(i, j) ∈ V × V |dij(t) < d0 ∧ i ̸= j}, and Z(t) = {zi(t)|i ∈ V } is the set of states of all
entities. Importantly, since the entities change states over time, the graph in general evolves over time.
The forces F (1) and F (2) are evaluated on each vertex and each edge, respectively.

4.3 Solving the equations of motion of the graph through neural DEs

To obtain a time series of collective entities (eq. 2), we have to evaluate the equation of motion (eq.
1). We achieved this with a custom-made wrapper that connects neural ODE (SDE) to GNN (Figure
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Neural ODE

Initial State (zi(0))

State at time t (zi(t))

Define edges (E(t))

Calculate interactions (F(2) (zi(t), zj(t)))
Calculate self-generated force (F(1) (zi(t)))

Total Force Total Interaction (∑j s.t. (i,j)∊E(t) F(2) (zi(t), zj(t)))

GNN
State at time t+dt (zi(t+dt))

NN

NN

NN

Figure 1: Schematic figure of the integration of GNN and neuralODE. For details, see section 4.3.

1). The wrapper is equipped with the distance function d and the threshold d0 to define the edges
E(t) at each time t, the functions to calculate self-propulsion F (1) and interaction F (2), and the noise
intensity σ. The computation S(F (1), F (2), σ, d, d0) is then run through the following steps:

0. Create a graph object only with nodes V and set the static states {yi} of the entities. Store
this graph in the wrapper object. Pass the initial state {xi(t0)} into the neural ODE (SDE)
object (Figure 1 blue).

1. The neural ODE (SDE) object passes the current state {xi(t)} to the forward function of
the wrapper object.

2. The forward function places the state values {xi(t)} at the nodes of the graph. Subsequently,
the graph is passed to GNN (Figure 1 red).

3. GNN first defines and updates the edges E(t) using the distance function d and the threshold
d0 stored in the wrapper. Next, it calculates the interactions F (2) on the edges and adds
them to the self-propulsion F (1) on the nodes to return the forces to the ODE (SDE) object.
If SDE, GNN also returns the noise intensity σ in the wrapper.

4. The neural ODE (SDE) object updates the state {xi(t+ dt)}.
5. Repeat steps 1-4 until the end of the time series.

When inferring the forces F (1), F (2) , we model them using neural networks (section 4.5).

4.4 Generation of training data

To construct Ssim = S(F
(1)
sim , F

(2)
sim , σsim, dsim, d0,sim), distance functions dsim were provided, suitable

choices for the noise magnitude σsim, threshold d0,sim and forms for the forces F
(1)
sim , F (2)

sim were
specified (see section 5). Thus defined Ssim was used to conduct simulations according to the
motion equations, from initial states assigned uniformly at random xi(0) ∈ X0 , with appropriate
values for yi ∈ Y . The simulation was repeated M times, and the m-th result is denoted as
Zm

sim : t 7→ Ssim(Z
m
sim(0), t) with the m-th initial condition Zm

sim(0). The combined data set Zsim =
{Zm

sim|m = 1, . . . ,M} was then used to apply the subsequent learning algorithm, aiming to estimate
F

(1)
sim and F

(2)
sim .

4.5 Learning algorithm and neural network architecture for the forces

Subsequently, we developed a learning algorithm to estimate F
(1)
sim and F

(2)
sim using the results from

the simulations conducted.

The self-propulsion and interaction functions, F (1)
NN and F

(2)
NN , were modeled using neural networks.

Unless otherwise specified, these functions consisted of a three-layer fully connected network
followed by a scaling layer. Each fully connected layer consisted of 128 nodes, with the Exponential
Linear Unit (ELU) serving as the activation function. The scaling layer involved a scalar A ∈ R and a
vector B ∈ Rn as learnable parameters, and it transformed an input vector α ∈ Rn to eAα+B. This

4



0 1 2 3 4 50

1

2

3

4

5 t= 1.0

0 1 2 3 4 50

1

2

3

4

5 t = 6.0

0 1 2 3 4 50

1

2

3

4

5 t = 11.0

0 1 2 3 4 50

1

2

3

4

5 t = 1.0

0 1 2 3 4 50

1

2

3

4

5 t = 6.0

0 1 2 3 4 50

1

2

3

4

5 t = 11.0

(A)

(B)

−2 0 2
F s

(
i
1
m
) 
; v

£ 1 0  − 2

−2

−1

0

1

2

3

F
 N(1

N) ;v

£ 1 0  − 2

F (1) 
x

F (1) 
y

−5 0 5
F s

(
i
2
m
) 
; v

£ 1 0  − 3

−5

0

5

F
 N(2

N) ;v
£ 1 0  − 3

F (2) 
x

F (2) 
y

−2 0 2
F s

(
i
1
m
) 
; v

£ 1 0  − 2

−2

−1

0

1

2

3

F
 N(1

N) ;v

£ 1 0  − 2

F (1) 
x

F (1) 
y

−5 0 5
F s

(
i
2
m
) 
; v

£ 1 0  − 3

−5

0

5

F
 N(2

N) ;v

£ 1 0  − 3

F (2) 
x

F (2) 
y

−1 0 1
F s

(
i
1
m
) 
; v

£ 1 0  − 1

−1

0

1

F
 N(1

N) ;v

£ 1 0  − 1

F (1) 
x

F (1) 
y

−5 0 5
F s

(
i
2
m
) 
; v

£ 1 0  − 3

−5

0

5

F
 N(2

N) ;v

£ 1 0  − 3

F (2) 
x

F (2) 
y

0 1 2 3 4 50

1

2

3

4

5 t = 1.0

0 1 2 3 4 50

1

2

3

4

5 t = 6.0

0 1 2 3 4 50

1

2

3

4

5 t = 11.0

0 1 2 3 4 50

1

2

3

4

5 t = 1.0

0 1 2 3 4 50

1

2

3

4

5 t = 6.0

0 1 2 3 4 50

1

2

3

4

5 t = 11.0

0 1 2 3 4 50

1

2

3

4

5 t = 1.0

0 1 2 3 4 50

1

2

3

4

5 t = 6.0

0 1 2 3 4 50

1

2

3

4

5 t = 11.0

(C)

(E)

(G)

(D)

(F)

(H)

(I)

(J)

(K)

γ
=

1£
10

−2
γ

=
1£

10
−1

N
tra

=
27

0
N

tra
=

3
N

tra
=

3

Training data:

Estimated Forces 
and Dynamics:

Figure 2: Snapshots of the simulation results in the harmonic interaction model with friction constants.
(A) The case with a friction constant of γ = 1 × 10−2 and (B) with γ = 1 × 10−1. Positions of
individuals are indicated by blue circles, and velocities by black arrows. (C-H) The functions
estimated from the data with harmonic interaction plotted against the true values. The upper panel
displays F (1) and the lower panel F (2) for different cases: (C-D) with γ = 1× 10−2 and Ntra = 270,
(E-F) with γ = 1 × 10−2 and Ntra = 3, and (G-H) with γ = 1 × 10−1 and Ntra = 3. Blue and
orange indicates x- or y- element F . A black line serves as a guide indicating where the estimated
values equal the true values. (I-K) Snapshots of the simulation results in the model estimated from
the data with harmonic interaction. The panels represent different scenarios: (I) with γ = 1× 10−2

and Ntra = 270, (J) with γ = 1× 10−2 and Ntra = 3, and (K) with γ = 1× 10−1 and Ntra = 3.

configuration allowed the output of the fully connected network to be scaled appropriately, reflecting
physical scales.

The parameters of fully connected networks and the scaling layer, collectively denoted θ, were
optimized to approximate F

(1)
NN (θ) and F

(2)
NN (θ) to F

(1)
sim and F

(2)
sim , respectively. To evaluate the

deviation of F (1)
NN (θ) and F

(2)
NN (θ), we first solved the motion equations using these functions. In

practice, we constructed a wrapper object SNN(θ) = S(F
(1)
NN (θ), F

(2)
NN (θ), 0, dsim, d0,NN) and used

it to perform simulations. Here, d0,NN was a suitably set threshold, and for simplicity, σNN = 0.
In the simulation, the initial state was set as a snapshot in training data Zm

sim(t0), and we used this
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to compute the state τ time units later as Zm
NN(θ; t0 + τ) = SNN(θ)(Z

m
sim(t0), τ), which would be

compared with a truth Zm
sim(t0 + τ).

For each numerical experiment, a loss function L : Z ×Z → R was used to evaluate the discrepancy
between the solution by θ and the simulation data through Lm(θ; t0) = L(Zm

sim(t0 + τ), Zm
NN(θ; t0 +

τ)). To optimize θ, the average L(θ) of this loss function over various m and t0 was minimized:

θ∗ = argmin
θ

L(θ) (3)

The M simulation data sets were split into two parts, with Mtra sets used as training data and
Mval sets used as validation data. This optimization was conducted using the LAMB optimization
algorithm (34), leveraging gradient information with respect to θ. The parameter θ∗ was evaluated
using the minimum of the loss function calculated on the validation data set.

5 Experiments

Here, we demonstrate the efficacy of the proposed method in two numerical experiments.

5.1 Underdamped Brownian Motion with Harmonic Interaction

Training data: First, to demonstrate that the self-propulsion and interaction forces could be
estimated using our method, we performed simulations using a toy model. We used N = 100 particles,
each with position ri(t) ∈ R2 and velocity vi(t) ∈ R2, such that zi(t) = xi(t) = (ri(t), vi(t)) and
yi is empty. The particles were connected by harmonic oscillators, and each velocity was subjected
to a damping force, so the equations of motion read:

dri = vidt, (4)

dvi =

−γvi −
∑

js.t.(i,j)∈E(t)

∇riU(ri − rj)

 dt+ σdW i(t), (5)

U(r) =
1

2
k(|r| − rc)

2, (6)

where k ∈ R is the strength of the interaction, rc ∈ R the natural spring length, and γ ∈ R the friction
coefficient. The distance function was dsim(z

i, zj) = |ri − rj |, with a threshold set at d0,sim = 5.

In order to fit these terms into the aforementioned framework, the equations were reformulated as:

F
(1)
sim (zi) = (F

(1)
sim,r(z

i), F
(1)
sim,v(z

i)) = (vi,−γvi), (7)

F
(2)
sim (zi, zj) = (F

(2)
sim,r(z

i, zj), F
(2)
sim,v(z

i, zj)) = (0,−∇riU(ri − rj)). (8)

Here, k = 1× 10−3, rc = 1, σ = 1× 10−3, and γ was set to 1× 10−2 or 1× 10−1. The initial states
xi(0) were uniformly sampled from X0 = [0, 5]2 × [0, 1× 10−3]2, and simulations were performed
to obtain Zsim.

For these simulations, the Euler-Maruyama method with a time step of 0.1 was used, and data were
collected at t = 0, 1, . . . , 50. The data showed that all particles cyclically gathered towards the center
before dispersing (Figure 2(A-B)). When γ = 1× 10−2, the amplitude of aggregation-dispersion was
nearly constant (Figure 2(A), Supplemental Movie S1), whereas for γ = 1× 10−1, the amplitude of
aggregation-dispersion decreased (Figure 2(B), Supplemental Movie S2).

Learning: With these data, we applied our proposed method to estimate F
(1)
sim and F

(2)
sim . F (1)

NN and
F

(2)
NN were modeled as follows:

F
(1)
NN (zi; θ) = (vi, F

(1)
NN,v(v

i; θ)), (9)

F
(2)
NN (zi, zj ; θ) = (0, F

(2)
NN,v(r

j − ri; θ)). (10)

F
(1)
NN,v and F

(2)
NN,v were each independent neural networks as described in section 4.5. We evaluated

the predictive accuracy for position and velocity as follows, using Zm
NN(θ; t0+τ) predicted for τ = 10
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and the simulation data Zm
sim(t0):

Lr(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ)) =
1

N

∑
i∈V

|riNN(θ; t0 + τ)− risim(t0 + τ)|2, (11)

Lv(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ)) =
1

N

∑
i∈V

|viNN(θ; t0 + τ)− visim(t0 + τ)|2. (12)

We sampled these metrics for 60 randomly selected pairs (m, t0). The total loss function L(θ) for
one batch was defined as the dimensionless sum of these metrics, normalized by the variance in the
simulation data:

Lr(θ) =
∑

(m,t0)

Lr(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ))/Vari,(m,t0)[r
i
sim(t0 + τ)], (13)

Lv(θ) =
∑

(m,t0)

Lv(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ))/Vari,(m,t0)[v
i
sim(t0 + τ)], (14)

L(θ) = Lr(θ) + Lv(θ). (15)

To minimize the loss function, we manually searched for optimal hyperparameters for the LAMB
optimizer. We determined that β1 = 0.5, β2 = 0.4, ϵ = 1× 10−6, and a learning rate of 1× 10−3

effectively minimized the loss function, although convergence was notably slow. It is important to
note that we were unable to identify hyperparameters that would allow for both faster convergence
and adequate estimation of the functional forms of F (1) and F (2). As a result of minimizing this loss
function, we optimized θ to estimate F

(1)
NN and F

(2)
NN (Figure 2 (C-H)). When γ = 1× 10−2 and the

training set size was Mtra = 270 and validation set size Mval = 30, after 300 epochs (15 days), F (1)
NN,v

and F
(2)
NN,v were observed to approximate F

(1)
sim,v and F

(2)
sim,v respectively (Figure 2(C-D)). In contrast,

with Mtra = 3 and Mval = 3, especially F
(1)
NN,v did not approximate F

(1)
sim,v even after 6000 epochs (4

days; Figure 2(E-F)). However, under the same dataset size but with γ = 1× 10−1, F (1)
NN,v and F

(2)
NN,v

were confirmed to approximate F
(1)
sim,v and F

(2)
sim,v (Figure 2(G-H)).

The accuracy of the estimation results is quantified in Supplemental Table S1. For each particle or
pair in the dataset Zsim, we calculated the forces F (1)

v and F
(2)
v and computed the Mean Squared

Error (MSE) and Mean Absolute Error (MAE). These errors were then normalized by the L1 or
L2 norm of F (1)

sim,v and F
(2)
sim,v respectively, to provide dimensionless measures of accuracy. Due

to the extensive computation time required for estimation, comprehensive statistics could not be
gathered. Instead, we present the results of all trials to illustrate the trends in estimation accuracy. As
observed, when Mtra = 3 with a low friction constant γ = 1× 10−2, significant estimation errors
occurred. Conversely, the estimation errors for the interaction force F

(2)
v were largely unaffected by

γ, suggesting that the estimation of interaction and friction are somewhat independent. However,
when Mtra = 270, a slight improvement in the accuracy of interaction estimates was noted compared
to the Mtra = 3 scenario. This observation indicates that the accuracy of estimation depends on the
number of data points, for the interaction as well as the friction.

Furthermore, to verify how well these estimates fit the training data, we conducted simulations from
random initial values Z(0) sampled in a similar manner to training data creation, and visualized
the results SNN(θ

∗)(Z(0), t) (Figure 2(I-K); Supplemental Movies S3-5). In all cases, the estimates
were confirmed to adequately replicate the training data for all cases, even with γ = 1× 10−2 and
Mtra = 3. The ability to replicate training data suggests that friction had almost no effect in this case.
However, this implies that the proposed method may not adequately estimate very weak effects.

5.2 Mixed Species Collective Motion with Overdamped Self-propulsion

Next, to test the proposed method in complex systems involving interactions among multiple species,
we conducted simulations using a more complex model that emulates real collective movements.

Training data: In this model, each of the N = 400 individuals has position ri(t) ∈ [0, L]2,
orientation ϕi(t) ∈ [0, 2π], and species type ci ∈ {0, 1}. Both ri and ϕi are subject to periodic
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Estimated Forces 
and Dynamics:

Figure 3: Snapshots of the simulation results in the mixed-species model. Panel (A) displays a
representative snapshot of the training data for the case with parameter set (i), and panel (B) with
parameter set (ii) (see Supplemental Table S2). Each individual is represented by an arrow located
at their position and directed toward their polarity. Black arrows indicate individuals with ci = 0,
while red arrows represent those with ci = 1. (C-J) The functions estimated from the data with the
mixed-species model plotted against the true values. The rows display different cases: (C-F) with
parameter set (i), and (G-J) with parameter set (ii). A gray line serves as a guide indicating where
the estimated values equal the true values. (K-L) Snapshots of the simulation results in the model
estimated from data with the mixed-species model. (K) The case with parameter set (i), and (L) with
parameter set (ii).

boundary conditions, ensuring continuous and consistent movement dynamics across the defined
space. This defines xi(t) = (ri(t), ϕi(t)) and yi = (ci), constituting zi(t) = (xi(t), yi). The motion
equations for individual i are described as follows:

dri = (v0p
i +

∑
js.t.(i,j)∈E(t)

βJ ij
eV)dt, (16)

dϕi = −
∑

js.t.(i,j)∈E(t)

(
αCF(c

i)J ij
CF + αCh(c

i)J ij
Ch

) (
rij · pi⊥

)
dt+ σdW i(t), (17)

J ij
eV =

(
r−1
c − |rij |−1

)
rij , (18)

J ij
CF =

1

2
(1− rij · pj

|rij |
), (19)

J ij
Ch = −rij · pi

|rij |
K1(κ|rij |), (20)

pi = (cosϕi, sinϕi), pi⊥ = (− sinϕi, cosϕi), (21)

rij = rj − ri ∈ [−L/2, L/2]2, (22)

with self-propulsion speed v0 ≥ 0, the strength of the excluded volume interaction β ≥ 0, the
strengths of contact following and chemotaxis αCF, αCh ≥ 0 , respectively, the diffusion length of
the chemoattractant κ ≥ 0, the noise strength σ ≥ 0, and the modified Bessel function of the second
kind K1. The model was obtained by introducing a chemotaxis term into a preexisting model (35),
to make it more appropriate for cellular slime molds. The chemotaxis term assumes rapid diffusion
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of chemotactic substances secreted by each individual (36). We varied the sensitivity of contact
following and chemotaxis depending on the species type, thus modeling a system where different
species interact non-reciprocally. The interaction terms were adapted into our framework as follows:

F
(1)
sim (zi) = (F

(1)
sim,r(z

i), F
(1)
sim,ϕ(z

i)) (23)

= (v0p
i, 0), (24)

F
(2)
sim (zi, zj) = (F

(2)
sim,r(z

i, zj), F
(2)
sim,ϕ(z

i, zj)) (25)

= (βJ ij
eV,−(αCF(c

i)J ij
CF − αCh(c

i)J ij
Ch)
(
rij · pi⊥

)
). (26)

The distance function was dsim(z
i, zj) = |rij |, with periodic boundary conditions of width L = 20

and a threshold d0,sim = 1. The parameters were v0 = 1, β = 1, κ = 0.5, and σ =
√
0.2, with 200

individuals of each species ci = 0, 1. Parameter dependencies based on ci are shown in Supplemental
Table S2.

The initial states xi(0) were uniformly sampled from [0, L]2×[0, 2π], and simulations were carried out
to generate Zsim using the Heun method with a timestep of 0.1, collecting data for t = 0, 1, . . . , 300.
Simulation results for parameter set (i) showed the formation of mixed-species circular clusters ex-
hibiting rotational behavior (Figure 3(A), Supplemental Movie S6). Conversely, results for parameter
set (ii) formed centipede-like clusters of mixed species that moved translationally in local alignments
(Figure 3(B), Supplemental Movie S7).

Learning: In order to estimate F
(1)
sim and F

(2)
sim , we modeled F

(1)
NN and F

(2)
NN as follows:

F
(1)
NN (zi; θ) = (R(ϕi)F

(1)
NN,r(c

i; θ), F
(1)
NN,ϕ(c

i; θ)), (27)

F
(2)
NN (zi, zj ; θ) =

(
R(ϕi)F

(2)
NN,r(R(−ϕi)rij , ϕj − ϕi, ci, cj ; θ)

F
(2)
NN,ϕ(R(−ϕi)rij , ϕj − ϕi, ci, cj ; θ)

)T

. (28)

Here, F (1)
NN,r, F

(1)
NN,ϕ, F

(2)
NN,r, F

(2)
NN,ϕ are independent neural networks with their respective parameters,

and R(ϕi) is the rotation matrix for ϕi, which converts all angles into relative angles with respect to
ϕi, thereby maintaining the model’s invariance to coordinate rotation. Additionally, when inputting
the categorical variable ci into the neural network, it is transformed into a two-dimensional vector via
an embedding layer. The predictions Zm

NN(θ; t0 + τ) made by this neural network for τ = 1 and the
simulation data Zm

sim(t0) defined the prediction errors for position and orientation as follows:

Lr(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ)) =
1

N

∑
i∈V

d(riNN(θ; t0 + τ), risim(t0 + τ))2, (29)

Lϕ(Z
m
sim(t0 + τ), Zm

NN(θ; t0 + τ)) =
1

N

∑
i∈V

(
1− cos(ϕi

NN(θ; t0 + τ)− ϕi
sim(t0 + τ))

)
.(30)

Predictions were computed using the Euler-Maruyama method with a timestep of 0.1. These metrics
were sampled for 60 randomly selected pairs (m, t0) and each was normalized by the variance in the
simulation data to compose the loss function for one batch:

Lr(θ) =
∑

(m,t0)

Lr(Z
m
sim(t0 + τ), Zm

NN(θ; t0))/Vari,(m,t0)[r
i
sim(t0 + τ)], (31)

Lϕ(θ) =
∑

(m,t0)

Lϕ(Z
m
sim(t0 + τ), Zm

NN(θ; t0))/
∑

i,(m,t0)

(
1− cos(ϕi

sim(t0 + τ))
)
, (32)

L(θ) = Lr(θ) + Lϕ(θ). (33)

To minimizing this loss function, we tried the same hyperparameters as those used for the harmonic in-
teraction model, and found we optimized θ to estimate F (1)

NN and F
(2)
NN (Figure 3(C-J)). All experiments

were conducted with Mtra = 3,Mval = 3. After 20,000 epochs (25 days), F (1)
NN,r, F

(1)
NN,ϕ, F

(2)
NN,r, F

(2)
NN,ϕ

were found to approximate F (1)
sim,r, F

(1)
sim,ϕ, F

(2)
sim,r, F

(2)
sim,ϕ closely (Figure 3(C-J)). To further verify the fit

of our estimation results with the training data, we sampled random initial values Z(0) similarly to the
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training data creation process and conducted simulations to visualize the outcomes SNN(θ
∗)(Z(0), t)

(Figure 3(K-L); Supplemental Movies S8-9). The results confirmed that all estimates adequately
reproduced the training data.

To further test the predictive power of the model trained on the mixed state, we performed simulations
where all individuals were of the same type. For initial conditions Zc(0) where all N = 400
individuals shared the same type ci = c, either c = 0 or c = 1, we performed simulations using the
aforementioned model Ssim and the neural network SNN(θ

∗) trained above (Supplemental Figure S1).
For parameter set (i) with c = 0, both Ssim(Z0(0), t) and SNN(θ

∗)(Z0(0), t) showed the formation
of two clusters that exhibited rotational movements (Supplemental Figure S1(A-B)). Conversely,
for parameter set (i) with c = 1 and parameter set (ii) with c = 0, 1, both Ssim(Z0(0), t) and
SNN(θ

∗)(Z0(0), t) formed centipede-like clusters that moved translationally in alignment with their
local direction (Supplemental Figure S1(C-H)). These results suggest that the interaction of each type
was approximated accurately enough to explain the dynamics of training data.

As a negative control, we conducted simulations where both types of individuals shared the same
parameters, as in parameter sets (iii)-(v), and trained the neural networks for each case (Supplemental
Figure S2). In all instances, it was confirmed that F (1)

NN,r, F
(1)
NN,ϕ, F

(2)
NN,r, F

(2)
NN,ϕ closely approximated

F
(1)
sim,r, F

(1)
sim,ϕ, F

(2)
sim,r, F

(2)
sim,ϕ. Notably, these estimation results showed minimal dependency on ci in

F
(1)
NN (zi; θ∗), F

(2)
NN (zi, zj ; θ∗). This outcome suggests that the species dependency of interactions

estimated by the proposed method in mixed assemblies is based on actual data, rather than being an
artifact of the methodology.

Finally, to summarize the results above, we quantified the estimation accuracy for each trial, similar to
the methods described in section 5.1 (Supplemental Table S3). To note, since F (1)

sim,ϕ = 0, the MSE and

MAE for F (1)
ϕ are not normalized. Our results demonstrate that F (1)

r is estimated with high accuracy

across all conditions. Also, the estimation of F (1)
ϕ is maintained at sufficiently small magnitudes

relative to the order of magnitude (100) typically seen with F
(2)
ϕ (Figure 3(F,J)). Regarding the

interactions, both F
(2)
r and F

(2)
ϕ exhibited somewhat higher errors, approximately of the order of

10−1. These errors likely stem from the high dimensionality of the inputs to the F
(2)
NN , which may

prevent the neural network from achieving sufficient learning, or from the training process neglecting
the noise.

6 Conclusion

In this study, we proposed a novel method for estimating interactions among individuals within
models of collective motion. This method combines dynamic GNNs with neural ODEs to estimate
interactions among individuals. We demonstrated that this method was able to estimate interactions
in both simple models and complex mixed-species collective motion models. In models with
simple harmonic interactions, the proposed method identified the relevant interactions effectively.
Importantly, the method successfully inferred the non-reciprocal interactions between the different
species in the complex mixed-species model for the collective dynamics of slime molds. For the latter
case, the continuous updating of the edge structures in our approach substantially reduces memory
needs. In our simulations of 400 bodies with an edge density of 2%, the required memory of 200 GB
for a fully connected graph is reduced to 30GB thus making them feasible on off-the-shelf GPUs.
Nevertheless, we should note that this approach is limited due to the long time required for estimation.
Moreover, the method currently estimates deterministic motion equations and only considers pairwise
interactions, thereby not accommodating interactions among three or more bodies or the effects of
noise. Future research is expected to extend this approach to estimate more general interactions
and develop methods for stochastic motion equations. Applying the present methods to real data in
systems such as immune cells should help clarify the complex rules behind their migration stategies.
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A Supplemental Material

Computational Resources

Detailed specifications of the computational setup are provided here to ensure reproducibility. We
employed the Dell Precision 7920 Tower, which comprises of 64 GB RAM, 2 Intel Xeon CPUs, and 2
NVIDIA RTX A6000 GPUs. The system operates under Linux Ubuntu 22.04, with all neural network
training processes managed through pyenv with python 3.8.13 to maintain environment consistency.
To use the GPUs in the computation, we used CUDA 11.5 and PyTorch 1.13.1.

Existing Assets

To construct our framework, we utilized the Deep Graph Library 1.1.1 (https://www.dgl.
ai/) (37), TorchSDE 0.2.5 (https://github.com/google-research/torchsde) (32; 33),
TorchDyn 1.0.4 (https://github.com/DiffEqML/torchdyn) (31), and torch-optimizer 0.3.0
(https://github.com/jettify/pytorch-optimizer) (38), all of which are publicly available
under the MIT License and Apache License 2.0.

Supplemental Tables

Trial ID γ Mtra MSE(F (1)
v ) MAE(F (1)

v ) MSE(F (2)
v ) MAE(F (2)

v )

1 1× 10−2 270 3.6× 10−3 5.9× 10−2 5.1× 10−3 4.8× 10−2

2 1× 10−2 3 1.7 1.4 2.2× 10−2 1.4× 10−1

3 1× 10−2 3 9.4 3.7 2.2× 10−2 1.3× 10−1

4 1× 10−1 3 1.2× 10−2 1.7× 10−2 2.2× 10−2 1.0× 10−1

5 1× 10−1 3 5.4× 10−2 3.8× 10−2 2.3× 10−2 1.1× 10−1

Supplemental Table S1: Normalized MSE and MAE of the estimation of F (1) and F (2) for the
harmonic interaction model. Each row indicates an independent experiment.

Parameter set αCF (0) αCF (1) αCh(0) αCh(1)

(i) 0.1 0.9 2.0 0.2
(ii) 0.9 0.5 0.5 0.5
(iii) 0.9 0.9 0.2 0.2
(iv) 0.9 0.9 0.5 0.5
(v) 0.1 0.1 2.0 2.0

Supplemental Table S2: Parameter sets used in the simulations of the mixed-species model.

Trial ID Parameter set MSE(F (1)
r ) MAE(F (1)

r ) MSE(F (1)
ϕ ) MAE(F (1)

ϕ ) MSE(F (2)
r ) MAE(F (2)

r ) MSE(F (2)
ϕ ) MAE(F (2)

ϕ )

1 (i) 1.5× 10−3 3.7× 10−2 4.5× 10−7 6.7× 10−4 5.6× 10−1 2.7× 10−1 2.4× 10−1 2.8× 10−1

2 (i) 1.7× 10−3 3.5× 10−2 3.0× 10−7 3.9× 10−3 9.9× 10−1 3.0× 10−1 1.6× 10−1 2.8× 10−1

3 (ii) 2.0× 10−3 4.2× 10−2 3.8× 10−6 1.7× 10−3 1.9× 10−1 1.6× 10−1 5.4× 10−2 2.0× 10−1

4 (ii) 5.8× 10−4 2.3× 10−2 7.1× 10−6 2.7× 10−3 2.7× 10−1 1.7× 10−1 5.8× 10−2 2.1× 10−1

5 (iii) 1.0× 10−3 3.1× 10−2 2.3× 10−6 1.1× 10−3 4.2× 10−1 1.9× 10−1 6.8× 10−2 2.5× 10−1

6 (iv) 1.6× 10−4 1.3× 10−2 3.2× 10−5 5.0× 10−3 3.7× 10−1 1.7× 10−1 7.3× 10−2 2.4× 10−1

7 (v) 2.3× 10−3 4.8× 10−2 3.9× 10−6 1.9× 10−3 2.8× 10−1 1.9× 10−1 8.8× 10−2 1.6× 10−1

8 (v) 6.4× 10−3 8.0× 10−2 3.1× 10−5 5.4× 10−3 3.9× 10−1 2.3× 10−1 1.4× 10−1 2.0× 10−1

Supplemental Table S3: Normalized MSE and MAE of the estimation of F (1) and F (2) for the
mixed-species model. Each row indicates an independent experiment. To note, MSE(F (1)

ϕ ) and

MAE(F (1)
ϕ ) are not normalized since the true value is zero in any case.
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Supplemental Figure S1: Snapshots of the simulation results in the mixed-species model and the
estimated model. Panels (A, C, E, G) depict results from the mixed-species model, and panels (B, D,
F, H) from the estimated model. The upper rows (A-D) represent simulations with parameter set (i),
and the lower rows (E-H) with parameter set (ii). Panels (A, B, E, F) include individuals with ci = 0
and panels (C, D, G, H) with ci = 1. Colors correspond to those used in Figure 3.
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Supplemental Figure S2: The functions estimated from data with the mixed-species model, without
dependency on species type, plotted against the true values. The rows display different cases: (A-D)
with parameter set (iii), (E-H) with parameter set (iv), and (I-L) with parameter set (v). A gray line
serves as a guide to indicate where the estimated values equal the true values.

Supplemental Movies

Supplemental Movie S1:

A visualization of the simulation based on the harmonic interaction model with friction constant
γ = 1× 10−2.

Supplemental Movie S2:

A visualization of the simulation based on the harmonic interaction model with friction constant
γ = 1× 10−1.

Supplemental Movie S3:

The results of simulations using the estimated functions F (1)
NN and F

(2)
NN , which were trained using

Ntra = 270 data from the harmonic interaction model with γ = 1× 10−2.

Supplemental Movie S4:

The results of simulations using the estimated functions F (1)
NN and F

(2)
NN , which were trained using

Ntra = 3 data from the harmonic interaction model with γ = 1× 10−2.

Supplemental Movie S5:

The results of simulations using the estimated functions F (1)
NN and F

(2)
NN , which were trained using

Ntra = 3 data from the harmonic interaction model with γ = 1× 10−1.

Supplemental Movie S6:

A visualization of the simulation based on the mixed-species model with parameter set (i).
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Supplemental Movie S7:

A visualization of the simulation based on the mixed-species model with parameter set (ii).

Supplemental Movie S8:

The results of simulations using the estimated functions F (1)
NN and F

(2)
NN , which were trained using

Ntra = 3 data from the mixed-species model with parameter set (i).

Supplemental Movie S9:

The results of simulations using the estimated functions F (1)
NN and F

(2)
NN , which were trained using

Ntra = 3 data from the mixed-species model with parameter set (ii).
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See Section 1.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper do not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Section 4-5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: See the Supplemental Material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Section 4-5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Due to the extensive computation time required for estimation, comprehensive
statistics could not be gathered. Instead, we present the results of all trials to illustrate the
trends in estimation accuracy (see Supplemental Tables 1,3).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See the Supplemental Material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification:

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [No]

Justification:

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: See the Supplemental Material

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: See the Supplemental Materials.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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