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We take the final residual stream d
values and linearly transform
them backtod _, , and then take
a softmax row-wise. Now, for
every position in the context
window, we have a probability
distribution over our vocabulary.
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We take the residual stream
values and run them each individ-
ually through a MLP layer, which is
just a linear transform (to a higher M
dimension) followed by a nonlin-
earity. We then use another matrix
to go back to the residual stream ML,

dimension,d__. .We add our
result back to the residual stream.
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Do the attention mechanism in :
parallel N___ times, with differen d -
W, W,, and W, learned matrices. m‘;de' Arnocel
Concatenate the results together “ embedding 1 residual
so that we are backind__ g “ + | embedding 2 stream
dimensions. We then add this =’ i 21 embedding
back to the matrix we sent into & Z' | becding 4
the attention mechanism (the % embedding 5
residual stream).
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Single Head Attention

We use the attention patterns to
take weighted averages of our
V-vectors. We call the result Z.
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We then softmax each row in “
order to make every row a proba- 5 " 1
bility distrution. We call this the 8 >0 v
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We don't want a position i to be
able to get information for pre- o inf
dicting the next token from Ks Z%
from the future, so we make all
positions j>i to -inf. S
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Take an outer product of the Q attn an T
and K vectors, so that our new Q .
matrix gives the dot product % Q .
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dimensions. We add the token and positional =3 2 2 5 3 + =
embeddings together to get a final embedding. S 2B 2ok
The final embedding enters the residual stream.
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One hot encode the string of integers such that bosition1 2 3 4 -
5 Position 1 2 3 4 5

the j-th column is a vector of Os with a 1 in the

xj—th position. We do the same for the positions,

j, which just gives us an N

context

identity matrix.
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Tokenization

according to a predefined vocabulary. Call this

string x, with j between1 and N

context

Tokenize the input string into a string of integers

[31373,616, 1438, 318, 198]

helloimy namel§

“hello my name is”



