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A Appendix

In this appendix, we present a more detailed model architecture in section A.1. Following that, we
show the experimental comparison to the uni-modal baseline to prove the effectiveness of cross-
modal similarity modeling and preservation in section A.2. After that, in section A.3, we conduct
experiments on the AVE [9] and the VGGSound [1] datasets, which includes a broader range of
audio-visual data beyond the music domain. Furthermore, in section A.4, we present the performance
on old classes of our proposed method and baselines, to further prove that our method can better
mitigate the catastrophic forgetting problem compared to baselines. Finally, we offer additional
visualization results in section A.5, to further demonstrate that our method can better handle the
catastrophic forgetting problem in the proposed Continual Audio-Visual Sound Separation task
compared to other continual learning baseline methods.

A.1 Model Architecture

Audio Network. Following [2], we use the U-Net [8] framework as the architecture of our audio
network. In our experiments, the audio network has 7 down-convolutions and 7 up-convolutions. It
takes a 2D Time-Frequency spectrum with size of 1 x 256 x 256 as an input to generate the latent
representation with a size of 256 x 32 x 32 through the encoder part. Finally, it outputs the audio
embedding with a size of 32 x 256 x 256 through the decoder.

Audio-Visual Transformer. We follow the implementation in [2], and use the Transformer decoder
architecture as our audio-visual Transformer. The audio-visual Transformer consists of 4 decoder
layers, with the first layer being the motion cross-attention layer and the following 3 layers performing
audio cross-attention and self-attention operation. The audio-visual Transformer generates the
separated audio feature with a dimension of 256, followed by a two-layers MLP to obtain the mask
embedding with a dimension of 32. Then, the channel-wise multiplication is applied between the

generated mask embedding and the audio embedding to obtain the predicted mask M.

Video Encoder & Object Detector & Object Encoder. For the pre-trained video encoder, object
detector, and object encoder, we use the VideoMAE [10], Detic [12], and CLIP [7], respectively.
These models are frozen during the training process and the input size, out size, and internal feature
dimensions remain the same as in their original implementations.

A.2 Compared to Uni-modal Baseline

To evaluate the superiority of cross-modal similarity modeling and preservation in continual audio-
visual sound separation, in this subsection, we constructed a variant of our ContAV-Sep, in which
we modify our proposed CrossSDC to the intra-modal similarity distillation version. We name it as
ContAV-Sep-intra. The experimental results are shown in Tab. 1. We can see that, our ContAV-Sep
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outperforms the variant significantly, further validating the effectiveness of modeling and preserving
cross-modal similarity.

Table 1: Comparison to the uni-modal variant on MUSIC-21 dataset.

Methods SDRtT SIRT SARfT
ContAV-Sep-intra  6.86  13.13 12.31
ContAV-Sep 7.33 13.55 13.01

A.3 Experiments on the AVE and the VGGSound datasets

To further evaluate the efficacy of our proposed method across a broader sound domain, we conduct
experiments using the AVE [9] and the VGGSound [1] datasets. In the experiments on the AVE
dataset, we randomly split the 28 classes in the AVE dataset into 4 tasks, each of which contains
7 classes. The results are presented in Tab. 2, in which our ContAV-Sep outperforms the baseline
models in terms of the SDR and SIR metrics, further demonstrating the robustness of our method
beyond the domain of musical sounds. However, it was noted that both our method and the upper
bound exhibit relatively low SAR scores when compared to the baselines. Gao et al. [4] provide
an interpretation for this phenomenon, explaining that the SAR primarily captures the absence of
artifacts. Therefore, it can remain high even when the separation quality is suboptimal. In contrast,
the SDR and SIR metrics are used to evaluate the accuracy of the separation. For the experiments on
the VGGSound [1] dataset, we follow [6] and randomly selecting 100 classes for continual learning.
These classes are divided into 4 tasks, each containing 25 classes. Given the significantly larger
number of samples per class in the VGGSound dataset, we set the memory size to 20 samples per
class for methods that utilize memory. The experimental results, shown in Tab. 3, demonstrate that
our proposed ContAV-Sep consistently outperforms the baseline methods on the VGGSound dataset
in the context of continual audio-visual sound separation.

Table 2: Continual audio-visual separation results on the AVE [9] dataset.

Methods SDRT SIRT SARf?T
iQuery [2] + Fine-tuning 207 5.64 1283
iQuery [2] + LWF (w/ memory) [5] 2.19 6.43  10.67
iQuery [2] + PLOP (w/ memory) [3] 2.45 6.11 11.57

iQuery [2] + AV-CIL (w/ memory) [6]  2.53 6.64 11.26
ContAV-Sep (Ours) 272 732 9.86

Upper Bound (with iQuery) 3.55 853 9.63

Table 3: Continual audio-visual separation results on the VGGSound [1] dataset.

Methods SDRT SIRT SAR?T
iQuery [2] + Fine-tuning 3.69 723 12.84
iQuery [2] + LwF (w/ memory) [5] 471 8.89 11.70
iQuery [2] + PLOP (w/ memory) [3] 456 832 1234

iQuery [2] + AV-CIL (w/ memory) [6]  4.69 8.61 11.60
ContAV-Sep (Ours) 4.90 9.25 11.73

Upper Bound (with iQuery) 557 9.9 13.24

A.4 Results on Old Classes

To further evaluate our proposed method’s ability to handle the catastrophic forgetting problem, we
use SDRY, STRY™, and SARZ! to denote the separation performance on old classes after training
at incremental step ¢. And then, we average each of these three metrics over all incremental steps,



Task 1 Task 2 Task 3 Task 4
Frames - == - .

ContAV-Sep (Ours)

PLOP (w/ memory)

GT Spectrum
EWF (w/ memory)

LwF (w/ memory)

Figure 1: Left: a randomly selected sample with its frame and ground-truth spectrogram. Right:
separated sounds by our ContAV-Sep and baselines at each incremental step.
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The results are presented in Tab. 4, where it is evident that our method outperforms the baseline
models, indicating a superior capability in addressing catastrophic forgetting within the context of
continual audio-visual sound separation.

Table 4: Experimental results on old classes on MUSIC-21 dataset.

Methods SDRS ~+ SIRSM 4+ SARI 4
iQuery [2] + LwF [5] (W/ memory) 7.61 13.76 12.90
iQuery [2] + PLOP [3] (w/ memory) 7.90 14.05 12.54
iQuery [2] + EWF [11] (w/ memory) 6.96 13.20 12.86
ContAV-Sep (Ours) 8.11 14.30 13.26

A.5 Visualization Results

We present visualization results in Fig. 1, 2, 3, 4, 5, and 6. In each figure, we show the results of our
proposed ContAV-Sep, along with four baseline methods PLOP [3], EWF [11], and Lwf [5] at each
incremental step. We highlight specific areas after the final step, where it is evident that our method
yields a more accurate predicted spectrum and preserves more details after training on new tasks,
which demonstrates that our method can better handle the catastrophic forgetting problem compared
to baseline continual learning methods.
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Figure 2: Left: A randomly selected sample with its frame and ground-truth spectrum. Right:
Visualization of the separated sound by our ContAV-Sep and baselines at each incremental step.
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Figure 3: Left: A randomly selected sample with its frame and ground-truth spectrum. Right:
Visualization of the separated sound by our ContAV-Sep and baselines at each incremental step.
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Figure 4: Left: A randomly selected sample with its frame and ground-truth spectrum. Right:
Visualization of the separated sound by our ContAV-Sep and baselines at each incremental step.
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Figure 5: Left: A randomly selected sample with its frame and ground-truth spectrum. Right:
Visualization of the separated sound by our ContAV-Sep and baselines at each incremental step.
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Figure 6: Left: A randomly selected sample with its frame and ground-truth spectrum. Right:
Visualization of the separated sound by our ContAV-Sep and baselines at each incremental step.
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