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Abstract

Multiple Instance Learning (MIL) is widely used in medical imaging classification
to reduce the labeling effort. While only bag labels are available for training,
one typically seeks predictions at both bag and instance levels (classification and
localization tasks, respectively). Early MIL methods treated the instances in a
bag independently. Recent methods account for global and local dependencies
among instances. Although they have yielded excellent results in classification,
their performance in terms of localization is comparatively limited. We argue that
these models have been designed to target the classification task, while implications
at the instance level have not been deeply investigated. Motivated by a simple
observation – that neighboring instances are likely to have the same label – we
propose a novel, principled, and flexible mechanism to model local dependencies. It
can be used alone or combined with any mechanism to model global dependencies
(e.g., transformers). A thorough empirical validation shows that our module leads
to state-of-the-art performance in localization while being competitive or superior
in classification. Our code is at https://github.com/Franblueee/SmMIL.

1 Introduction

Over the last decades, medical imaging classification has benefited from advances in deep learning
[35, 44]. However, the performance of these methods drops when the number of labeled samples
is low, which is common in real-world medical scenarios [1]. To overcome this, Multiple Instance
Learning (MIL) has emerged as a popular weakly supervised approach [14, 8, 12].

In MIL, instances are arranged in bags. At train time, a label is available for the entire bag, while
the instance labels remain unknown. The goal is to train a method that, given a test bag, can predict
both at bag and instance levels (classification and localization tasks, respectively). This paradigm
is well suited to the medical imaging domain [28]. In cancer detection from Whole Slide Images
(WSIs), the WSI represents the bag, and the patches are the instances. In intracranial hemorrhage
detection from Computerized Tomographic (CT) scans, the full scan represents the bag, and the slices
at different heights are the instances. In these scenarios, making accurate predictions of instance
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labels is extremely important from a clinical viewpoint, as it translates into pinpointing the location
of the lesion [7].

Most successful approaches in MIL build on the attention-based pooling [17], a permutation-invariant
operator that assigns an attention value to each instance independently. This method has been
extended in different ways while maintaining the permutation-invariant property [21, 25, 39]. The
aforementioned works pose a problem: the dependencies between the instances, which are important
when making a diagnosis, are ignored. To account for this, TransMIL [32] proposed to model global
dependencies using a transformer encoder. The idea is to use the self-attention mechanism to introduce
interactions between each pair of instances. Based on it, other transformer-based approaches have
emerged, also focusing on global dependencies [9, 22, 37]. More recently, several works have also
incorporated natural local interactions, which are those between neighboring instances [14, 40, 41].

Although these methods accounting for dependencies have resulted in excellent performance at
the bag level, the evaluation at the instance level has received less attention and the results are not
comparatively good so far, see the very recent [14]. In this work, we argue that recent MIL methods
have been designed with the classification task in mind, and we propose a new model that focuses
on both the classification and localization tasks. Specifically, we propose a novel and theoretically
grounded mechanism to introduce local dependencies, hereafter referred to as the smooth operator Sm.
This is a flexible module that can be used alone on top of classical MIL approaches, or in combination
with transformers to also account for global dependencies. In both cases, we show that the proposed
operator achieves state-of-the-art localization results while being competitive in classification. We
compare against a total amount of eight methods, including very recent ones [14, 40]. We utilize
three different datasets of different nature and size, covering two different medical imaging problems
(cancer detection in WSI images and hemorrhage detection in CT scans).

Our main contributions are: (i) we provide a unified view of current deep MIL approaches; (ii) we
propose a principled mechanism to introduce local interactions, which is a modular component that
can be combined or not with global interactions; and (iii) we evaluate up to eight state-of-the-art MIL
methods on three real-world MIL datasets in both classification and localization tasks, showing that
the proposed method stands out in localization while being competitive or superior in classification.

2 Related work

In this work, we tackle the localization task in deep MIL methods using existing concepts and
techniques from deep MIL and Graph Neural Networks (GNNs) theory.

Deep Multiple Instance Learning. As explained by Song et al. [34], deep MIL methods can be
divided into two broad categories, namely instance-based or embedding-based, depending on the level
at which a specific aggregation operator is applied. In this paper, we focus on the embedding-based
category, and in particular attention-based ones.

Ilse et al. [17] proposed attention-based pooling to weigh each instance in the bag. To improve
it, different modifications were proposed, including the use of clustering layers [25], grouping the
instances in pseudo-bags [39], and using similarity measures to critical instances to compute the
attention values [21]. However, these methods ignore the existing dependencies between the instances
in a bag. To address this, Shao et al. [32] proposed to use a transformer-based architecture and
the PPEG position encoding module. This has been extended with different transformer variations,
including the deformable transformer architecture [22], hierarchical attention [37], and regional
sampling [9]. Recently, these methods have been improved to include spatial information in different
ways, including the use of a Graph Convolutional Network (GCN) before the transformer [41], a
neighbor-constrained attention module [14], and a spatial-encoding transformer architecture [40].

In the studies mentioned above, the objective is to obtain increasingly better bag-level results, while
the evaluation at the instance level is usually performed qualitatively. In contrast, our work addresses
both the instance localization task and the bag classification task, as both are of great importance for
making a diagnosis. Moreover, our work is not limited to WSI classification; it is also valid for other
medical imaging modalities.

Graph Neural Networks. Our motivation — that neighboring instances are likely to have the same
label — is a well-established assumption within the machine learning community, often referred to
as the cluster assumption [10, 31]. Since leveraged in 1984 by Ripley [30] in the context of spatial

2



X f

x1

x2

...

xN

f1

f2

...
fN

Ŷ
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Figure 1: (a) Unified view of deep MIL models. Depending on how instances interact with each other
in (a), we devise three different families of methods: (b), (c), (d).

statistics, it has been extensively used in spectral clustering [27], semi-supervised learning on graphs
[3], and recently in GNNs [20]. Our work builds upon seminal works in these areas.

The proposed smooth operator is derived considering a Dirichlet energy minimization problem,
similar to the work by Zhou and Schölkopf [42] and Zhou et al. [43]. This approach has been
employed in recent years to obtain new GNN models, including the p-Laplacian layer [15], and PPNP
layer [16]. Moreover, the Dirichlet energy has been studied in the context of GNNs to analyze the
over-smoothing phenomenon [6, 23]. In this regard, our bound on the decrease of the Dirichlet energy
is analogous to the result derived by Li et al. [23] to study over-smoothing for GCNs. Our result,
however, holds for the proposed mechanism, of which the graph convolutional layer is a special type.

3 Background: A unified view of deep MIL approaches

We first describe the binary MIL problem tackled in this paper. Then, we provide a unified view of the
most popular deep MIL methods. As explained in Sec. 2, we focus on embedding-based approaches.

In MIL, the training set consists of pairs of the form (X, Y ), where X ∈ RN×P is a bag of instances
and Y ∈ {0, 1} is the bag label. We write X = [x1, . . . ,xN ]

T ∈ RN×P , where xn ∈ RP are the
instances. Each instance xn is associated to a label yn ∈ {0, 1}, not available during training. It is
assumed that Y = max {y1, . . . , yN}, i.e., a bag X is considered positive if and only if there is at
least one positive instance in the bag.

Given a previously unseen bag (e.g., a medical image), the goal at test time is to: i) predict the bag
label (classification task) and ii) obtain predictions or estimates for the instance labels (localization
task). In general, deep MIL models output a bag-level prediction Ŷ , as well as instance-level scalars
fn that are used for instance-level prediction. This general process is depicted in Fig. 1a. In many
approaches, these fn are the so-called attention values (e.g., ABMIL [17], TransMIL [32], CAMIL
[14]), but they can be obtained in different ways (e.g., through GraphCAM in GTP [41]). Within the
general process in Fig. 1a, deep MIL models can be categorized into three families, depending on
how instances interact with each other, see Fig. 1b, Fig. 1c, and Fig. 1d.

In the first family, shown in Fig. 1b, the instances are encoded independently and then aggregated. The
well-known ABMIL [17] fits in this paradigm. Subsequent works introduce slight modifications to
ABMIL, while still encoding each instance independently [21, 25, 39]. ABMIL, on which we will rely
to introduce our model, is depicted in Fig. 3a. First, a bag of embeddings H = [h1, . . . ,hN ] ∈ RN×D

is obtained by applying a neural network independently to each instance. Then, the attention-based
pooling computes the attention values f and the bag embedding z according to

F = tanh
(
HW⊤) , f = Fw, (1)

z = AttPool (H) = H⊤ Softmax (f) , (2)

where W∈RL×D, w∈RL are trainable weights. Last, Ŷ is obtained by applying a linear classifier
on z.

The second family accounts for global interactions between instances, possibly long-range ones, see
Fig. 1c. These works treat instances as tokens that interact through the self-attention mechanism.
This way, global interactions between instances are learned. One of the most popular approaches
in this family is TransMIL [32], which was later extended in different directions [9, 22]. The third
family complements the previous one with local interactions defined by a fixed neighborhood, see
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(a) Labelled patches in a WSI.

(b) Labelled slices in a CT scan.

Figure 2: WSIs are divided into patches. CT scans are provided as slices. They often show spatial
dependencies: in a WSI, a patch is usually surrounded by patches with the same label, while in
a CT scan, a slice is usually surrounded by slices with the same label. The red color indicates
malignant/hemorrhage patches/slices.

Fig. 1d. They differ in how local interactions are represented, e.g., as a graph in CAMIL [14] and
GTP [41], or using a position-encoded feature map in SETMIL [40].

In most of these works, the localization task is assessed qualitatively, e.g., by visually comparing the
attention maps. This contrasts with the classification task, which is always evaluated quantitatively.
As evidenced by Fourkioti et al. [14], this has translated into comparatively poor performance in terms
of localization. We notice that current models have been designed to target the classification task, and
they excel at that. However, their model design is not as careful about the instance-level implications.
For example, CAMIL [14] does not leverage any local information to obtain the instance-level
attention values. Indeed, from their Eq. (8) one deduces that the ai values are obtained from the tile
representations ti, which have not undergone any local interaction. Observe that local interactions
take place in Eq. (4) and Eq. (5) in their paper, but these only affect the bag-level predictions, not
the instance-level ones. Similarly, GTP [41] introduces local interactions through an off-the-shelf
graph convolutional layer, the effect of which is not investigated at the instance level. In the following
section, we propose a principled approach to account for meaningful local interactions based on the
Dirichlet energy. The idea is motivated by a natural property often observed in the instance-level
labels of medical images: the similarity between neighboring instances.

4 Method: Introducing smoothness in the attention values

In medical imaging, instance labels are a priori expected to exhibit local dependencies with their
neighboring instances: an instance is likely to be surrounded by instances with the same label, see
Fig. 2. Recall that attention values are commonly used as a proxy to estimate these labels, so they
should inherit this property. Based on these observations, our intuitive idea is to favor a smoothness
property on the attention values. To this end, Sec. 4.1 formalizes the notion of smoothness through
the Dirichlet energy. Sec. 4.2 presents the proposed smoothing operator Sm, which encourages
smoothness as well as fidelity to the original signal. Sec. 4.3 proposes how to leverage Sm in the
context of MIL, both in combination with global interactions (via transformers), and without them.
We will build on top of the well-known and simple ABMIL to isolate the effect of Sm and avoid
over-sophisticated models.

4.1 Modelling the smoothness

We represent each bag as a graph, where the nodes are the instances and the edges represent the spatial
connectivity between instances. Formally, we suppose that each bag X ∈ RN×D has been assigned
an adjacency matrix A = [Aij ] ∈ RN×N , defined by Aij > 0 if instances xi and xj are neighbors,
and Aij = 0 otherwise. We assume that the adjacency matrix is symmetric, i.e. Aij = Aji.

The Dirichlet energy is a well-known functional that measures the variability of a function defined
on a graph [42, 43]. In our case, we think of this function as the attention values f ∈ RN , recall
Fig. 1a. As we shall see below, it will be necessary to define the Dirichlet energy for multivariate
graph functions. Given a multivariate graph function U = [u1, . . . ,uN ]

⊤ ∈ RN×D defined on the
bag graph, the Dirichlet energy of U is given by

ED (U) = 1
2

∑N
i=1

∑N
j=1 Aij ∥ui − uj∥22 = Trace

(
U⊤LU

)
, (3)
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where ∥·∥2 denotes the Euclidean norm, L is the graph Laplacian matrix L = D−A, D ∈ RN×N is
the degree matrix, D = Diag (D1, . . . , DN ), Dn =

∑
i Ani. When D = 1 we obtain the definition

for univariate graph functions, such as the attention values f .

Bounding ED on the attention values. In most deep MIL approaches, the attention values f are
obtained by applying a neural network to instance-level features. One example is ABMIL [17], which
uses a two-layer perceptron defined by Eq. 1. Noting that tanh is a Lipschitz function with Lipschitz
constant equal to 1, we arrive at the following chain of inequalities

ED (f) ≤ ∥w∥22 ED (F) ≤ ∥w∥22 ∥W∥22 ED (H) , (4)

where ∥·∥2 denotes the spectral norm. A more general result holds in the general case of an arbitrary
multi-layer perceptron, see Appendix A for a proof. The above chain of inequalities tells us that if we
want ED (f) to be low, we can act on f itself or on previous layers (e.g., on F or on H), constraining
the norm of the trainable weights to remain constant. This constraint can be achieved using spectral
normalization [26], and we study its influence in Sec. B.3. In the next subsection, we propose an
operator that can be used on any of these levels (f , F, H) to reduce the Dirichlet energy of its output.

4.2 The smooth operator

Our goal now turns into finding an operator Sm : RN×D → RN×D that, given a bag graph multivariate
function U ∈ RN×D, returns another bag graph multivariate function Sm (U) ∈ RN×D such that its
Dirichlet energy is lower without losing the information present in the original U. Following seminal
works [42, 43], we cast this as an optimization problem,

Sm (U) = argminG E (G) , (5)

E (G) = αED (G) + (1− α) ∥U−G∥2F , (6)

where α ∈ [0, 1) accounts for the trade off between both terms, and ∥·∥F denotes the Frobenius norm.
The first term in the above equation penalizes functions with too much variability, while the second
term penalizes functions that differ too much from the original U. Note that this can be interpreted as
a maximum a posteriori formulation, where the first term corresponds to the prior distribution and the
second to the observation model, see [30]. The objective function E is strictly convex, and therefore
admits a unique solution, given by

Sm (U) = (I+ γL)
−1

U, (7)

where γ = α/(1− α). Unfortunately, the expression in Eq. (7), although elegant, incurs prohibitive
computational and memory costs, especially when the number of instances in the bag is large (which
is the case of WSIs). Instead, we can take an iterative approach, defining Sm (U) = G(T ), with

G(0) = U; G(t) = α (I− L)G(t− 1) + (1− α)U, t ∈ {1, . . . , T} . (8)

As demonstrated by Zhou et al. [43], the sequence {G(t)} converges to the optimal solution in
Eq. 7. As studied by Gasteiger et al. [16], it is enough to use a small number of iterations T to
approximate the exact solution. Therefore, in this work, we will adopt the iterative approach described
by Eq. 8. Based on previous work [16], we will use T = 10, and α will be set as a trainable parameter
initialized at α = 0.5. See Sec. B.3 for a study on the effects of these hyperparameters and Fig. 12
for a visual comparison of the effect that α has on the attention maps.

Theoretical guarantees via the normalized Laplacian. We present a result that informs us
about the rate at which the Dirichlet energy decreases when applying Sm. Let us define λ∗

γ =

max
{
(1 + γλn)

−2
: λn ∈ Λ \ {0}

}
, where Λ = {λ1, . . . , λN} are the eigenvalues of the bag

graph Laplacian matrix. Then, we have the following inequality,

ED (Sm (U)) ≤ λ∗
γED (U) . (9)

The proof is inspired by Cai and Wang [6], see Appendix A. If λ∗
γ < 1, then the smooth operator

effectively decreases the Dirichlet energy. If we replace the Laplacian matrix by the normalized
Laplacian matrix, L̃ = D−1/2LD−1/2, it is known that its eigenvalues lie in the interval [0, 2), and
then λ∗

γ < 1 holds. This motivates the use of the normalized Laplacian in our experiments.

The smooth operator Sm only introduces one parameter to be estimated, α. Also, it is differentiable
with respect to its input. Therefore, it can be integrated into simple attention-based MIL models, such
as ABMIL, to account for local dependencies.
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Figure 3: Smooth Attention Multiple Instance Learning. (a) The well-known model in [17], which
we build upon. (b): only local interactions are considered by applying the proposed smooth operator
Sm in the aggregation part. (c): both global and local interactions are considered by applying Sm both
in the transformer and in the aggregation parts.

4.3 The proposed model

Here we propose how to leverage the operator Sm in the context of MIL. We build on top of the
well-known ABMIL. First, we introduce SmAP, which integrates ABMIL with Sm and only accounts
for local interactions. Second, we introduce SmTAP, which equips SmAP with a transformer encoder
to account for global dependencies. The proposed models are depicted in Fig. 3b and Fig. 3c. The
details about the architecture we have used can be found in Sec. B.2.

SmAP: Smooth Attention Pooling. This is represented in Fig. 3b. First, the bag of embeddings
H is obtained as in ABMIL [17], i.e. treating the instances independently. Then, the operator
Sm is integrated within the attention pooling. Based on Eq. 4, this can be done on the attention
values themselves or on previous representations. We consider three different variants: SmAP-late,
SmAP-mid, SmAP-early. They act, respectively, on f (the attention values themselves), on F (i.e.
before entering the last layer), and on H (i.e. before entering the attention-based pooling). Formally,

late: f = Sm
(
tanh

(
HW⊤)w

)
, (10)

mid: f = tanh
(
Sm

(
HW⊤))w, (11)

early: z = AttPool (Sm (H)) , (12)

While SmAP-late and SmAP-mid act on the computation of the attention values, SmAP-early acts
on the embedding that is passed to the attention-based pooling, see Fig. 8 in Appendix C. We use
SmAP-early by default. Sec. 5.3 shows that results do not differ much among configurations.

SmTAP: Smooth Transformer Attention Pooling. This is represented in Fig. 3c. The only difference
with SmAP is that the neural network acting independently on the instance embeddings is replaced by
a transformer encoder to account for global dependencies. Based on the idea that smoothness can be
imposed at previous locations, recall Eq. 4, we propose to also apply Sm to the transformer output:

H = Sm
(
Softmax

(
q (X) k (X)

⊤
)
v (X)

)
, (13)

where q, k, and v are the standard queries, keys, and values in the dot product self-attention [4].
Notice that SmTAP uses Sm in two places: the first after the transformer encoder and the second in the
aggregator. Naturally, one could think of other variants that use Sm in only one place or the other. In
Sec. 5.3 we ablate these different configurations, leading to similar results.

5 Experiments

We validate the proposed Sm in three medical MIL datasets: RSNA [13], PANDA [5], and CAME-
LYON16 [2]. We evaluate the effectiveness of our approach by a quantitative and qualitative
analysis. All experiments have been conducted under fair and reproducible conditions. Details
on the datasets and experimental setup can be found in Appendix B. The code is available at
https://github.com/Franblueee/SmMIL.

We compare our approaches with state-of-the-art deep MIL methods. We consider two groups of
methods, depending on the presence/absence of a transformer block to model global dependencies. In
the first group, we include those models that do not use this block: the proposed SmAP, ABMIL [17],
CLAM [25], DSMIL [21], and DFTD-MIL [39]. The second group consists of models that do
use the transformer encoder: the proposed SmTAP, TransMIL [32], SETMIL [40], GTP [41], and
CAMIL [14]. These groups ensure a fair comparison in terms of model capabilities and complexity.

6
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Table 1: Localization results (mean and standard deviation from five independent runs). The best is in
bold and the second-best is underlined. (↓)/(↑) means lower/higher is better. The proposed operator
improves the localization results in all three datasets and both with and without global interactions. It
ranks first in eight out of twelve dataset-score pairs.

RSNA PANDA CAMELYON16
AUROC (↑) F1 (↑) AUROC (↑) F1 (↑) AUROC (↑) F1 (↑) Rank (↓)

Without
global

interactions

SmAP 0.7980.033 0.4770.014 0.7990.005 0.6350.006 0.9600.007 0.8400.053 1.5000.548

ABMIL 0.8060.012 0.4860.033 0.7680.002 0.6020.004 0.8190.074 0.7660.060 2.5001.225
CLAM 0.5230.069 0.0760.154 0.7270.046 0.5680.038 0.8490.044 0.8210.046 4.1671.329
DSMIL 0.5540.004 0.1800.000 0.7650.008 0.5980.006 0.7600.070 0.6540.183 4.3330.516

DFTD-MIL 0.7470.070 0.4530.194 0.7950.004 0.6370.006 0.8840.002 0.7420.040 2.5001.049

With
global

interactions

SmTAP 0.7670.046 0.4740.023 0.7900.007 0.6220.01 0.7890.008 0.6000.067 1.5001.225

TransMIL 0.7320.013 0.4710.014 0.7510.011 0.6360.008 0.7810.024 0.1270.078 3.0831.429
SETMIL 0.7260.025 0.4380.027 0.7740.007 0.6310.010 0.6150.231 0.1340.267 3.6670.816

GTP 0.7360.017 0.4250.018 0.7680.022 0.6360.011 0.4420.091 0.0370.036 3.9171.429
CAMIL 0.7600.036 0.4560.013 0.7850.011 0.6210.013 0.7420.028 0.4790.175 2.8331.169

In Sec. B.3 we report the results of three more methods: DeepGraphSurv [24], PathGCN [11], and
IIBMIL [29]. Note that the performance obtained by these methods does not affect the conclusions
we will obtain in this section.

In Sec. 5.1 we consider the localization task. In Sec. 5.2 we turn to the classification task. Sec. 5.3
shows an ablation study on how different uses of the smooth operator affect the proposed model.

5.1 Localization: instance level results

In this subsection, we analyze the ability of each model to predict the label of the instances inside
a bag. As explained in Sec. 3, deep MIL models assign a scalar value fn to each instance xn, see
Fig. 1a. Although these can be obtained in different ways, for simplicity we will refer to them as
attention values. Thus, we compare the attention values with the ground truth instance labels, which
are available for the test set only for evaluation purposes.

Quantitative analysis. We analyze the performance of each method using the area under the ROC
curve (AUROC) and the F1 score. Note that a critical hyperparameter for the latter is the threshold
used on fn to determine the label of each instance. To ensure a fair comparison, we compute the
optimal threshold for each method using the validation set. As a general summary, we also report the
average rank achieved by each model across metrics and datasets.

The results are shown in Table 1. We find that using Sm provides the best performance overall, placing
as the best or second-best within each group. Only in RSNA the proposed SmAP is outperformed
by ABMIL. We attribute this to the fact that the bag graphs in CT scans are not as complex as in
WSIs, and therefore the local interactions are not as meaningful. Note that the performance gain is
particularly significant on CAMELYON16, where the bags have a larger number of instances, the
graphs are much denser and the imbalance between positive and negative instances is more severe.
Notably, SmTAP significantly outperforms SETMIL, GTP, and CAMIL, which also model local
dependencies. Contrary to our method, their design is focused on bag-level performance and it does
not translate into meaningful instance-level properties.

Attention histograms. We examine the attention histograms produced by each model on the CAME-
LYON16 dataset. The corresponding figures for RSNA and PANDA can be found in Appendix C. In
Fig. 4, we represent the frequency with which attention values are assigned to positive and negative
instances, separately. An ideal instance classifier would place all the positive instances on the right
and all the negative instances on the left. This illustrates why SmTAP and SmAP achieve such a good
performance: they concentrate the negative instances to the left of the histogram while succeeding in
grouping a large part of the positive instances to the right. TransMIL and GTP assign low attention
values to both positive and negative instances. CAMIL is able to identify positive instances, but
negative instances are assigned from intermediate to high attention values. CLAM and DSMIL assign
low attention values to negative instances, but the distribution of the positive instances resembles a
uniform and a normal distribution, respectively.

Attention maps. To visualize the localization differences, we show the attention maps generated by
four of the transformer-based methods in a WSI from CAMELYON16, see Fig. 5. SmTAP attention
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Figure 4: Attention histograms on CAMELYON16. First/second rows show models without/with
global interactions. SmAP and SmTAP stand out at separating positive and negative instances.
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Figure 5: Attention maps on CAMELYON16. The novel SmTAP produces the most accurate one.

map resembles the most to the ground truth. As noted in Fig. 4, CAMIL assigns high attention values
to both positive and negative instances. TransMIL and GTP pinpoint the regions of interest, but the
attention is relatively low in those areas, which produces unclear boundaries, especially in the case of
TransMIL. The attention maps for the rest of the methods and datasets are in Appendix C.

The results shown in this subsection validate the utility of the smooth operator at the instance level.
They suggest that having smooth attention maps is a powerful inductive bias that improves the
instance-level performance. In the following, we analyze its impact at the bag level.

5.2 Classification: bag level results.

In this subsection, we show that the use of the smooth operator does not deteriorate the bag classifica-
tion results. On the contrary, in some cases, it improves them. Again, we focus on the AUROC and
F1 scores, measured by comparing the true bag labels with the methods’ bag label predictions. The
threshold for the F1 score is 0.5. We also report the mean rank achieved by each model.

Table 2 shows the results. The proposed models achieve the best performance overall. As in
the localization task, ABMIL performs better than SmAP in RSNA. Again, we believe it to be a
consequence of the CT scan’s low-complexity structure. DFTD-MIL obtains the best result in
CAMELYON16, but ranks second or third in the other two datasets. GTP and SETMIL outperform
the proposed SmTAP in PANDA, but their performance significantly decreases in CAMELYON16,
obtaining the worst results. Overall, our methods provide the most consistent performance, achieving
an aggregated mean rank of 1.833.

5.3 Ablation study

The proposed Sm comes with different design choices and hyperparameters: the placement of Sm, the
trade-off parameter α, the number of approximation steps T , and the use of spectral normalization.
We analyze them in the following, showing that Sm leads to enhanced results almost under any choice.
This supports that our hypothesis — that neighboring instances are likely to have the same label — is
a powerful inductive bias worth exploring.

8



Table 2: Classification results (mean and standard deviation from five independent runs). The best is
in bold and the second-best is underlined. (↓)/(↑) means lower/higher is better. The models with the
proposed operator achieve the best performance overall, ranking first or second in nine out of twelve
dataset-score pairs.

RSNA PANDA CAMELYON16
AUROC (↑) F1 (↑) AUROC (↑) F1 (↑) AUROC (↑) F1 (↑) Rank (↓)

Without
global

interactions

SmAP 0.8880.005 0.7870.026 0.9430.001 0.9150.002 0.9760.007 0.9160.016 1.8330.753

ABMIL 0.8890.005 0.7960.011 0.9330.002 0.9090.001 0.9560.011 0.9140.021 2.5001.049
CLAM 0.6740.157 0.1610.291 0.8930.026 0.8680.034 0.9600.029 0.8970.012 4.5000.837
DSMIL 0.6890.063 0.2400.012 0.9210.008 0.9040.008 0.9470.076 0.8660.123 4.1670.753

DFTD-MIL 0.8900.045 0.7750.282 0.9400.001 0.9030.002 0.9830.01 0.9370.013 2.0001.265

With
global

interactions

SmTAP 0.9060.007 0.8250.026 0.9460.003 0.9170.002 0.9760.014 0.9480.02 1.8330.983

TransMIL 0.8830.008 0.7160.031 0.9330.010 0.8950.029 0.9730.018 0.9110.028 4.0830.917
SETMIL 0.8690.011 0.7160.036 0.9740.003 0.9460.003 0.7150.155 0.4710.341 3.5832.010

GTP 0.9010.008 0.8050.017 0.9490.004 0.9200.003 0.7480.118 0.7270.143 2.7500.987
CAMIL 0.8890.019 0.8050.028 0.9380.003 0.9110.004 0.9840.007 0.9180.018 2.7501.173

Table 3: Ablation study on different configurations of our models. AUROC (at both instance and bag
levels), and normalized Dirichlet energy of attention values are reported. Almost all configurations
improve the results in both tasks against the baseline (not using Sm).

RSNA PANDA CAMELYON16
AUROCInst(↑) AUROCBag(↑) ED (f) AUROCInst(↑) AUROCBag(↑) ED (f) AUROCInst(↑) AUROCBag(↑) ED (f)

SmAP-early 0.798 0.888 0.009 0.799 0.943 0.106 0.960 0.976 0.395
SmAP-mid 0.806 0.888 0.012 0.792 0.940 0.135 0.922 0.964 0.384
SmAP-late 0.811 0.891 0.011 0.802 0.944 0.082 0.819 0.964 0.321
ABMIL 0.806 0.889 0.023 0.768 0.933 0.141 0.819 0.956 0.419

SmT+SmAP 0.791 0.910 0.010 0.813 0.944 0.306 0.841 0.986 0.313
SmT+AP 0.791 0.910 0.010 0.754 0.940 0.356 0.754 0.984 0.320
T+SmAP 0.792 0.910 0.010 0.787 0.944 0.332 0.915 0.986 0.343

T+AP 0.792 0.910 0.020 0.760 0.942 0.391 0.781 0.984 0.433

5.3.1 Placement of Sm

Recall that SmAP leverages by default the early variation, but we also described SmAP-mid and
SmAP-late. Likewise, we discussed different variants for SmTAP. Table 3 summarizes the impact of
these choices on the final performance.

Sm without the transformer encoder (SmAP). These variants differ in the place where Sm is located
inside the attention pool, recall Eq. 10–Eq. 12. We include ABMIL since we build our model on
top of it. We see that using SmAP improves the performance at both instance and bag levels. This
improvement is more noticeable in PANDA and CAMELYON. We attribute it to the bag graph
structure being more complex in WSIs than in CT scans. Also, the Dirichlet energy is lower when the
smooth operator is used, as theoretically expected. We observe that the proposed method is robust to
different placement configurations, which is consistent with the theoretical guarantees presented in
Sec. 4.1. However, none of the variants consistently outperforms the others.

Sm with the transformer encoder (SmTAP). Recall that SmTAP leverages Sm both after the trans-
former encoder and inside the attention pooling. Here we will refer to it as SmT+SmAP, and will
compare it against T+SmAP and SmT+AP (using Sm only in one of the components) and against
T+AP (not using Sm). We observe that Sm has no significant effect on bag-level performance. At
instance-level we do observe differences: the baseline T+AP is outperformed as long as Sm is used
within the attention pooling.

5.3.2 Sm hyperparameters

In the following we study the influence of the trade-off parameter α and of the spectral normalization.
Due to space limitations, the analysis for the number of approximation steps T is in Sec. B.3.

The trade-off parameter α. From Eq. 6 we see that α ∈ [0, 1) controls the amount of smoothness
enforced by Sm. Note that α = 0 in Eq. 7 produces no smoothness, turning Sm into the identity
operator. In Fig. 6a we show the performance obtained for different values of α in CAMELYON16.
Each choice of this hyperparameter improves upon the baseline ABMIL (α = 0). We see that better
localization results are obtained when α is lower, while better classification results are obtained when
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Figure 6: Influence of the trade-off parameter α (left) and of spectral normalization (right) in
CAMELYON16. Setting α > 0 improves upon the baseline ABMIL (α = 0) and is a trade-off
between better localization results (lower α) or better classification results (higher α). Likewise, Sm
without spectral normalization already improves the results upon the baseline (ABMIL), but the best
performance is obtained when they are used together.

α is higher. Fixing α = 0.5 is a compromise between the two, and produces very similar results as
setting it as a trainable parameter initialized at α = 0.5. Fig. 12 provides a visual comparison of the
effect that α has on the attention maps.

The effect of spectral normalization. Spectral normalization forces the norm of the multi-layer
perceptron weights to remain constant. In this work, this is a key design choice that helps Sm to obtain
attention maps with lower Dirichlet energy. In our experiments, we have used spectral normalization
in the layers immediately after Sm. Note that the late variant does not require spectral normalization,
since it applies Sm directly to the attention values. In Fig. 6b we show the results obtained with
and without spectral normalization in CAMELYON16. We observe that, even without spectral
normalization, Sm improves upon the baseline. The improvement is more significant when Sm is
paired with spectral normalization, especially at the instance level.

6 Discussion and conclusion

The main goal of this paper is to draw attention to the study of MIL methods at the instance level.
To that end, we revised current deep MIL methods and provided a unified perspective on them. We
proposed the smooth operator Sm to introduce local interactions in a principled way. By design, it
produces smooth attention maps that resemble the ground truth instance labels. We conducted an
exhaustive experimental validation with three real-world MIL datasets and up to eight state-of-the-art
methods in both classification and localization tasks. This study showed that our method provides the
best performance in localization while being highly competitive (best or second best) at classification.

Despite its advantages, our method has some limitations. The first is that, as with every other operator
in GNNs, the computational costs of the smooth operator scale with the size of the bag. Fortunately,
it can be paired with existing subgraph sampling techniques to mitigate this problem. The second
limitation is that we do not have a definite answer for where it is better to use the proposed operator.
We have shown that it leads to improvements in almost every place, but the optimal location may be
problem-dependent and has to be tailored by the practitioner.

Finally, we hope that our work will draw more attention to the localization problem, which is very
important for the deployment of computer-aided systems in the real world. In this sense, safely
deploying the proposed methods in clinical practice requires evaluating them in a wider range of
medical problems and quantifying their uncertainty. For the latter, we believe that the smooth operator
could also benefit from a probabilistic formulation.
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A Proofs

A.1 Proof of Eq. 4

We present a general result for an arbitrary multilayer perceptron with Lipschitz activation functions.
Note that assuming Lipschitzness is not a restriction, since most of the currently used activation
functions meet this property [6]. The desired Eq. 4 is a particular case of this result. Let L ∈ N.
Consider a L-layer perceptron that, given Y ∈ RN×D0 , outputs YL ∈ RN×DL defined by the
following rule

Y0 = Y, (14)

Yℓ+1 = φℓ

(
YℓWℓ +Bℓ

)
, ℓ ∈ {0, . . . , L− 1} , (15)

where Wℓ ∈ RDℓ×Dℓ+1 , and Bℓ = [bℓ, . . . ,bℓ]
⊤ ∈ RN×Dℓ+1 where bℓ ∈ RDℓ+1 are trainable

weights, and φℓ : R → R are activation functions applied element-wise. We suppose that each
activation function φℓ is Kℓ-Lipschitz. Then, we obtain the following inequality,

ED
(
Yℓ+1

)
≤ K2

ℓ ∥Wℓ∥22 ED
(
Yℓ

)
. (16)

Before verifying it, we note that by applying this inequality to every layer, we arrive at

ED
(
YL

)
≤ · · · ≤ K2

L−1−ℓ:0 ∥WL−1−ℓ:0∥2 ED
(
Yℓ

)
≤ · · · ≤ K2

L−1:0 ∥WL−1:0∥2 ED (Y) , (17)

where ∥Wℓ:0∥2 =
∏ℓ

j=0 ∥Wj∥2 and Kℓ:0 =
∏ℓ

j=0 Kℓ. Taking L = 2, D0 = D, D1 = L, D2 = 1,
b0 = b1 = 0, φ0 = tanh, and φ1 = Id, we recover Eq. 4.

To verify Eq. 16, we write Yℓ+1 =
[
yℓ+1
1 , . . . ,yℓ+1

N

]⊤
and Yℓ =

[
yℓ
1, . . . ,y

ℓ
N

]⊤
. We have,

ED
(
Yℓ+1

)
=

1

2

N∑

i=1

N∑

j=1

Aij

∥∥yℓ+1
i − yℓ+1

j

∥∥2
2
= (18)

=
1

2

N∑

i=1

N∑

j=1

Aij

∥∥φℓ

(
W⊤

ℓ y
ℓ
i +Bℓ

)
− φℓ

(
W⊤

ℓ y
ℓ
j +Bℓ

)∥∥2
2
≤ (19)

≤ K2
ℓ

1

2

N∑

i=1

N∑

j=1

Aij

∥∥W⊤
ℓ

(
yℓ
i − yℓ

j

)∥∥2
2
≤ (20)

≤ K2
ℓ ∥Wℓ∥22

1

2

N∑

i=1

N∑

j=1

Aij

∥∥yℓ
i − yℓ

j

∥∥2
2
= K2

ℓ ∥Wℓ∥22 ED
(
Yℓ

)
, (21)

where from Eq. 19 to Eq. 20 we have used the definition of Lipschitz function and from Eq. 20 to
Eq. 21 we have used the consistency between the spectral and Euclidean norms.

A.2 Proof of Eq. 9

In this section, we adapt the proof presented in [6] for a similar result. Let U ∈ RN×D. Our goal is
to show that

ED
(
(I+ γL)

−1
U
)
≤ λ∗

γED (U) , (22)

where γ > 0 and λ∗
γ = max

{
(1 + γλn)

−2
: λn ∈ Λ \ {0}

}
, being Λ = {λ1, . . . , λN} the eigen-

values of the symmetric graph Laplacian matrix L. First, we reduce the proof to univariate graph
functions by looking at the rows of U as univariate graph functions. Denoting them as {u1, . . . ,uD},
where each ud ∈ RN , we have ED

(
(I+ γL)

−1
U
)
=

∑D
d=1 ED

(
(I+ γL)

−1
ud

)
. Therefore, it

will be sufficient to show that, for any u ∈ RN ,

ED
(
(I+ γL)

−1
u
)
≤ λ∗

γED (u) . (23)
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Next, it is useful to note that if λn is an eigenvalue of L with associated eigenvector vn, then
(1 + γλn)

−1 is an eigenvalue of (I+ γL)
−1 with the same associated eigenvector. Finally, let

{v1, . . . ,vN} be a orthonormal eigenbasis of L, being each vn associated to the eigenvalue λn. This
basis always exists since L is a symmetric matrix. Writing u =

∑N
n=1 cnvn, with cn ∈ R, we have

(I+ γL)
−1

u =

N∑

n=1

cn (1 + γλn)
−1

vn. (24)

Using that the eigenvectors are orthogonal to each other, we arrive at

ED
(
(I+ γL)

−1
u
)
=

N∑

n=1

c2nλn (1 + γλn)
−2 ≤ λ∗

γ

N∑

n=1

c2nλn = λ∗
γED (u) . (25)

B Experiments: details and further results

In this section, we provide the details of the datasets, architectures, and configurations used for each
experiment. The code is available at https://github.com/Franblueee/SmMIL.

B.1 Datasets

We provide insights into the datasets we have used: a description of the problem, the train/test splits,
and preprocessing (instance selection and feature extraction). For all datasets, we obtain an initial
train/test partition. Then, we split the initial train partition into five different train/validation splits.
Every model is trained on each of these splits and then evaluated on the test set. We report the average
performance on this test set.

RSNA. It was published by the Radiological Society of North America (RSNA) to detect acute
intracranial hemorrhage and its subtypes [13]. It is available in Kaggle1. We use the official train-test
split. It includes a total of 1150 scans. There are a total amount of 39750 slices and the number in
each scan varies from 24 to 57. Each slice is preprocessed following [36].

PANDA. It is a public dataset for the classification of the severity of prostate cancer from microscopy
scans of prostate biopsy samples [5]. It is available in Kaggle2. Since the official test set is not
publicly available, we use the train/test split proposed in [33]. To extract the patches from each WSI,
we follow the procedure described in [33], obtaining patches of size 512× 512 at 10× magnification.
This results in a total amount of 10503 WSIs and 1107931 patches.

CAMELYON16. It is a public dataset for the detection of breast cancer metastasis [2]. It is available
at the Registry of Open Data of AWS3. The official repository contains 400 WSIs in total, including
270 for training and 130 for testing. From each WSI, we extract patches of size 512× 512 at 20×
magnification using the method proposed by Lu et al. [25].

B.2 Model and training configuration

We provide details about how we have implemented the proposed methods and how we have conducted
the experiments.

Feature extractor. Due to the limited memory of the GPU, it is necessary to extract features from
each instance. Otherwise, the bags will not fit in memory. In this work, we consider three options
for the feature extractor, all of which are pre-trained in Imagenet: ResNet18 (P = 512), ResNet50
(P = 2048), and ViT-B-32 (P = 768). In addition, for CAMELYON16 we also consider ResNet50-
BT4 (P = 2048), which is a ResNet50 model pre-trained using the Barlow Twins Self-Supervised
Learning method on a huge dataset of WSIs patches [38, 18]. The results reported in the main text
correspond to ResNet18 for RSNA and PANDA, and to ResNet50-BT for CAMELYON16. We study
how the choice of the feature extractor affects the results in Sec. B.3.

1https://www.kaggle.com/c/rsna-intracranial-hemorrhage-detection
2https://www.kaggle.com/c/prostate-cancer-grade-assessment/data
3https://registry.opendata.aws/camelyon/
4Weights available at https://github.com/lunit-io/benchmark-ssl-pathology.
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Figure 7: Influence of the number of steps T used to approximate Sm in RSNA and CAMELYON16.
ABMIL corresponds to T = 0. Using T = 10 is enough to closely match the performance of the
exact form (T = ∞).

Model architecture. We describe the architecture we have used for the proposed methods (SmAP
and SmTAP). For the rest of the methods considered, we adopt their original implementations and
default configurations, publicly available on their GitHub repositories. For the independent instance
encoding part (see Fig. 3a and Fig. 3b), the instance embeddings hn are obtained using one fully
connected layer with 512 units (D = 512). For the attention-based pooling described by Eq. 1 and
Eq. 2, we fix D = 512 and L = 100. The transformer encoder in Fig. 3c is implemented using two
transformer layers. These layers use the standard multi-head attention mechanism equipped with skip
connections and layer normalization [4]. We fix the key, query, and value dimensions to 128 and the
number of heads to 8. We used the Pytorch’s implementation of dot product attention5. Finally, the
bag-embedding classifier was implemented using one fully connected layer.

Training setup and hyperparameters. To ensure fair and reproducible conditions, we trained every
method under the same setup. The number of epochs was set to 50. We adopt the Adam optimizer
[19] with the default Pytorch configuration. For the base learning rate, we considered two different
values, 10−4 and 10−5, since we noticed that models that do not use transformers obtained better
results when the learning rate was higher. We report the best results for each model. We adopted
a slow start using Pytorch’s LinearLR scheduler with start_factor=0.1 and total_iters=5.
During training, we monitored the bag AUROC and cross-entropy loss in the validation set and kept
the weights that obtained the best results. The batch size was set to 32 in RSNA and PANDA. In
CAMELYON16, it was set to 4 for no-transformer methods, and to 1 for transformer-based methods.
However, for SETMIL, we had to set it to 1 in PANDA and CAMELYON16 due to its high GPU
memory requirements. In RSNA we weighted the loss function to account for the imbalance between
positive and negative bags since we observed it to improve the results. All the experiments were
performed on one NVIDIA GeForce RTX 3090.

B.3 Further ablation studies.

We complete the ablation study presented in the main paper, Sec. 5.3, by looking at the rest of the
design choices or hyperparameters associated with our Sm.

Smooth operator approximation. The exact form of Sm given by Eq. 7 becomes computationally
infeasible for large bag sizes. The quality of the approximation, given by Eq. 8, is controlled by
the number of steps T . Fig. 7 shows the results for different values of this hyperparameter in
RSNA and CAMELYON16. In RSNA, since the bags are smaller, we can compute the closed-form
solution, which we represent as T = ∞. Almost any choice of T > 0 improves upon ABMIL. This
improvement is particularly noticeable in CAMELYON16. Moreover, in most cases, the performance
stabilizes at T = 10, which is the value we used in our experiments.

Sm on top of other models. We have proposed two new models (SmAP and SmTAP) by applying Sm
on top of two baselines (ABMIL and Transformer+ABMIL, respectively). Instead, the Sm can be
applied on top of other existing approaches. In Table 4 we explore how other approaches behave
when combined with the proposed Sm in the CAMELYON16 dataset. Instance-level performance is
enhanced (greatly in some cases, e.g. an increase from 0.76 to 0.96 in AUROC for DSMIL), whereas
bag-level results are competitive. The decrease in bag-level results for DFTD-MIL is explained by

5https://pytorch.org/docs/stable/generated/torch.nn.functional.scaled_dot_
product_attention.html
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Table 4: Using Sm on top of other models (CAMELYON16 with ResNet50-BT features). Improve-
ments are highlighted in green. Using the proposed Sm increases the instance-level performance,
while the bag-level performance remains competitive.

Instance Bag

AUROC (↑) F1 (↑) AUROC (↑) F1 (↑)
CLAM 0.8490.044 0.8210.046 0.960.029 0.8970.012

SmCLAM 0.9280.028 0.8730.018 0.9660.007 0.8890.017

DSMIL 0.760.078 0.6540.203 0.9470.085 0.8660.136
SmDSMIL 0.9600.013 0.7760.088 0.9670.011 0.9190.018

DFTD-MIL 0.9840.002 0.7420.040 0.9830.010 0.9370.013
SmDFTD-MIL 0.9840.183 0.8360.222 0.9780.158 0.9030.183

Table 5: Instance and bag AUROC (higher is better) in CAMELYON16 using ResNet50-BT features
for the proposed methods and the penalty-based approach. The best in each column is highlighted in
bold. Sm obtains superior performance, although the differences are not large.

RSNA PANDA CAMELYON16
Inst. Bag Inst. Bag Inst. Bag

W/o
global int.

SmAP 0.7980.033 0.8880.005 0.7990.005 0.9430.001 0.9610.007 0.9650.007

ABMIL+PENALTY 0.7820.050 0.8890.043 0.7800.003 0.9350.001 0.9790.013 0.9630.012

W/
global int.

SmTAP 0.7670.046 0.9060.007 0.7900.007 0.9460.003 0.7890.008 0.9760.014
T+PENALTY 0.7370.045 0.9050.005 0.7720.011 0.9470.001 0.7690.099 0.9880.004

the fact that this method randomly splits each bag into different chunks. This may lead to the loss of
local interactions exploited by Sm (e.g. if two adjacent instances end in different chunks).

An alternative smoothing strategy. Introducing a penalty term in the loss function to favor smooth-
ness is a natural alternative to the proposed operator. However, there is an important difference:
the use of a penalty term does not modify the model architecture. The penalty term favors that the
learned weights encode such a property, but it is not explicitly encoded in the model. For instance,
note that the penalty term is not used at inference time. We compare the penalty-based approach and
the proposed Sm in Table 5. Although differences are not large, Sm obtains superior performance.

Feature extractor. We investigate whether the choice of the feature extractor influences the results
and conclusions presented in the main text. We have evaluated each of the considered methods in
each dataset using the feature extractors mentioned above (ResNet18, ResNet50, ViT-B-32, and
ResNet50-BT). The results are shown in Tables 7–10. We summarize them in Table 6, where we
collect the average instance and bag rank of each method for each feature extractor. We observe that
the proposed smooth operator Sm obtains in almost all cases the highest rank. This supports the idea
that the improvement introduced by Sm does not depend on the used features.

Table 6: Instance and bag average ranks (lower is better) obtained by each method for different
choices of the feature extractor. The best result within each group is bolded, and the second-best is
underlined. SmAP and SmTAP obtain in almost all cases the highest rank.

ResNet18 ResNet50 ViT-B-32 ResNet50-BT
Inst. Bag Inst. Bag Inst. Bag Inst. Bag

Without
global

interactions

SmAP 2.0000.632 2.0001.095 1.6250.744 1.7500.707 1.6670.816 1.5001.225 1.0000.000 2.0000.000
ABMIL 2.6671.366 1.6670.816 3.7501.581 3.2500.707 4.3332.160 3.0000.894 4.5000.707 3.5000.707

DeepGraphSurv 4.0002.000 5.5001.225 2.5001.195 5.6250.916 3.3331.211 5.0000.000 2.5000.707 6.0000.000
CLAM 6.1670.983 5.5001.225 4.7502.053 4.5002.070 6.3330.816 5.0002.449 3.0001.414 3.5000.707
DSMIL 5.1670.983 5.3331.506 6.3750.518 6.0000.926 5.6671.033 6.6670.516 6.0000.000 5.0000.000

PathGCN 5.8331.472 5.1671.722 5.6251.302 4.6252.134 4.5001.643 4.0001.673 7.0000.000 7.0000.000
DFTD-MIL 2.1670.983 2.8331.169 3.3751.302 2.2501.488 2.1670.983 2.8330.983 4.0001.414 1.0000.000

With
global

interactions

SmTAP 2.1671.835 1.6671.033 2.3751.847 1.8750.835 1.8330.983 2.5000.837 1.5000.707 1.5000.707

TransMIL 3.1671.329 3.8331.169 3.5001.069 3.6251.061 4.1671.329 4.5001.975 4.0001.414 4.0000.000
SETMIL 3.6670.816 3.5001.975 3.6251.768 4.1252.031 3.6671.506 3.3331.862 4.5000.707 6.0000.000

GTP 4.1670.983 3.3331.751 4.5001.069 3.3751.598 5.0001.265 4.8331.329 6.0000.000 5.0000.000
IIBMIL 5.1672.041 5.6670.816 4.5002.138 5.1251.642 4.1671.722 3.1672.041 2.0001.414 2.5000.707
CAMIL 2.6671.751 3.0000.894 2.5001.309 2.8751.356 2.1671.472 2.6671.211 3.0001.414 2.0001.414
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C Additional figures
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(a) ABMIL.
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ĥN

f1

f2

...

fN

f1

f2

...

fN
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(d) SmAP-early.

Figure 8: Graphical representation of the different variants SmAP-late, SmAP-mid, SmAP-early. The
well-known ABMIL, which we build upon, is shown in (a).
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Figure 9: RSNA attention maps.
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Figure 10: PANDA attention maps.
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Figure 11: CAMELYON16 attention maps.

Groung truth ABMIL SmAP(α = 0.1) SmAP(α = 0.5) SmAP(α = 0.9)

Figure 12: Ground truth and SmAP attention maps of three different WSIs from CAMELYON16. As
expected theoretically, a larger α produces smoother attention maps.
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Figure 13: RSNA attention histograms.
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Figure 14: PANDA attention histograms.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our claims are supported by Sec. 3 (unified view of deep MIL methods), by
Sec. 4 (derivation of the proposed smooth operator Sm), and by Sec. 5 (experimental results).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the proposed method in Sec. 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: The full set of assumptions is included along with the proof of each result, as
well as in the main text, see Appendix A and Sec. 4.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe the proposed method in Sec. 4.3. We provide the details about the
datasets and experimental configuration we used in Appendix B. The code associated with
this paper has been uploaded as supplementary material to OpenReview, and will be made
public on GitHub upon the acceptance of the paper. Also, the datasets are available publicly
on Kaggle (RSNA and PANDA) and the Registry of Open Data on AWS (CAMELYON16).
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code associated with this paper has been uploaded as supplementary
material to OpenReview, and will be made public on GitHub upon the acceptance of the
paper. Also, the datasets are available publicly on Kaggle (RSNA and PANDA) and the
Registry of Open Data on AWS (CAMELYON16).

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details about the training configuration we have used in
Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our results are presented as the mean and standard deviation obtained in five
independent runs, see Sec. 5 and Sec. B.3. Due to space reasons, for Table 3 we only provide
the mean values.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: This information can be found along with the rest of the experimental configu-
ration information, see Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research completely conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: As pointed out in Sec. 1 and in Sec. 6, one of the main goals of this work
is to draw attention to the localization task in MIL, which can contribute favorably to the
deployment of computer-aided systems in the real world. However, as we also indicate in
Sec. 6, for this to happen safely (e.g., avoiding misdiagnosis), further investigation is needed
about equipping them with uncertainty estimation mechanisms.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the original works where the methods were proposed. We used the
code provided by the corresponding authors. Each paper includes the URL to its GitHub
repository, and each implementation is released under (possibly) a different license, specified
in the mentioned repository.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our code has been uploaded as supplementary material, along with instructions
to preprocess each dataset and replicate the results of the experiments.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: Our paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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