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Abstract

Multi-Task Learning (MTL) for Vision Transformer aims at enhancing the model
capability by tackling multiple tasks simultaneously. Most recent works have
predominantly focused on designing Mixture-of-Experts (MoE) structures and in-
tegrating Low-Rank Adaptation (LoRA) to efficiently perform multi-task learning.
However, their rigid combination hampers both the optimization of MoE and the ef-
fectiveness of reparameterization of LoRA, leading to sub-optimal performance and
low inference speed. In this work, we propose a novel approach dubbed Efficient
Multi-Task Learning (EMTAL) by transforming a pre-trained Vision Transformer
into an efficient multi-task learner during training, and reparameterizing the learned
structure for efficient inference. Specifically, we firstly develop the MoEfied LoRA
structure, which decomposes the pre-trained Transformer into a low-rank MoE
structure and employ LoRA to fine-tune the parameters. Subsequently, we take
into account the intrinsic asynchronous nature of multi-task learning and devise
a learning Quality Retaining (QR) optimization mechanism, by leveraging the
historical high-quality class logits to prevent a well-trained task from performance
degradation. Finally, we design a router fading strategy to integrate the learned
parameters into the original Transformer, archiving efficient inference. Extensive
experiments on public benchmarks demonstrate the superiority of our method,
compared to the state-of-the-art multi-task learning approaches. The project page
is available at https://github.com/Yewen1486/EMTAL.

1 Introduction

Multi-task learning (MTL) [1, 2, 3] for Vision Transformer (ViT) aims at simultaneously learning
multiple tasks, which has gained popularity in the computer vision community recently. It solves
multiple relevant problems through sharing feature representations and forming a unified multi-task
learner, thus enhancing the training and inference efficiency, and reducing the storage overhead.
Moreover, by virtue of a well-designed MTL framework, the performance of each task can be further
improved. Due to these merits, MTL has been used in a wide range of applications, such as the scene
understanding [4, 5] and the erudite fine-grained recognition [6].

Despite both theoretical [7] and practical [8, 9] validations of their potential on enhancing the model
generalizability, conventional MTL approaches [6, 10] often suffer performance degradation when
compared to training tasks independently, which is primarily due to two reasons. Firstly, they adopt
suboptimal learning strategies leading to conflicting task gradients and varying loss scales [11], which
increase competitive interference during task optimization. Secondly, their model structures often fail
to extract representative features for each task when utilizing a shared backbone network [12, 4, 6, 5].
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Figure 1: FFN as Mixture of Low-rank Experts. Given an up-projection weight matrix in FFN, a
straightforward way of splitting it into MoE is to divide every K channels into separate experts,
resulting in highly dissimilar experts and a high-rank MoE, which is inherently unsuitable for
integration with LoRA. In contrast, our proposed MoLE approach rearranges the weight matrix into
groups of similar channels as experts, creating specialized low-rank experts that are better suited for
integrating with LoRA.

Several recent works have attempted to deal with the above issues, which concentrate on the following
two aspects. 1) Efficient multi-task learners. As shown in Figure 2, instead of designing complex but
incompact network structures [12, 4] that incur a large number of tunable parameters, recent works
[13, 5, 14] such as MLoRE and MOELoRA explore the advantages of Mixture-of-Experts (MoE) in
extracting task-specific features by enhancing the diversity of parameters and features [15, 16, 17],
and Parameter-Efficient Fine-Tuning (PEFT) in reducing the tunable parameters and storage overhead
[18, 19, 20, 21]. Nevertheless, MLoRE [5] still relies on a substantial number of additional parameters,
limiting the overall efficiency and feasibility of training. MOELoRA [14] adopts a unitary LoRA
structure to tune the experts, which weakens the learning capability of individual experts. Moreover,
both methods utilizes task-driven routers, requiring either a static network with a fixed number of
tasks or a dynamic routing network. The former results in significant storage overhead, while the
latter increases the inference cost. 2) Multi-Task Optimization (MTO) strategies. Existing works
on MTO can be broadly categorized into the gradient-based methods and the loss-based methods.
The gradient-based methods [22, 2, 23, 3, 24, 25] seek to balance the gradients across multiple tasks
in the last shared layer, by decreasing differences in their magnitude or direction, and aggregating
sub-gradients into a unified one. The loss-based methods [26, 27, 28] optimize the MTL process by
balancing the multi-task losses. Recently, IMTL [11] is proposed to treat all tasks equally without
bias, while AMTL [29] synchronizes learning progress across tasks. However, as each task has its
own intrinsic optimization pace due to varying levels of training difficulty for distinct tasks, forcing
synchronization in MTO disrupts these inherent properties, thus leading to suboptimal solutions. For
more detailed discussion of related works, we refer to Appendix A.

To overcome the drawbacks of existing works, we propose a novel MTL framework dubbed Efficient
Multi-Task Asynchronous Learning (EMTAL). Basically, EMTAL consists of the MoEfied LoRA
structure, the Quality Retaining (QR) optimization mechanism and the router fading strategy, of which
MoEfied LoRA decomposes a pre-trained Vision Transformer model into an efficient multi-task
learner, QR accomplishes asynchronous learning of multi-task knowledge and enable establishing
an efficient unified model by combining with the router fading strategy. Specifically, inspired by
MoEfication [30, 31], the proposed MoEfied LoRA firstly decomposes the FFN layer of Vision
Transformer into a MoE structure by clustering similar channels into experts, creating specialized
low-rank experts as demonstrated in Figure 1. Considering the inherent low-rank property of each
expert, LoRA is naturally employed to perform efficient training of MoE. Subsequently, in order to
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achieve asynchronous learning of multi-task knowledge based on the MoEfied LoRA module, QR
constrains logits of early converged tasks to retain near the optima when continuously optimizing
the insufficiently converged tasks, thus avoiding severe interference between tasks and improving
multi-task optimization. Finally, the router fading strategy is combined with MoEfied LoRA and QR
by gradually diminishing the router’s fole in the last training epochs, seamlessly integrating learned
parameters into the model structure without incurring extra inference time cost and storage overhead.
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Figure 2: Summary of representative architectures of multi-task learning.

The main contributions of this paper are summarized as follows. 1) We propose a novel efficient
multi-task learning framework dubbed EMTAL. To the best of our knowledge, our work makes the
first investigation on decomposing a pre-trained Vision Transformer model for multi-task learning
and reparameterizing the learned multi-task knowledge into a unified model. 2) We design a MoEfied
LoRA structure, a QR multi-task optimization mechanism combined with a router fading strategy to
accomplish an efficient asynchronous multi-task learner. 3) We extensively evaluate the proposed
method on challenging multi-task fine-grained visual classification datasets and the VTAB benchmark,
and the experimental results demonstrate that our method significantly improves the performance of
single-task learning and the state-of-the-art MTL approaches.

2 The Proposed Approach

In this section, we mainly introduce the preliminary concepts of Vision Transformer, and describe the
technical details of the proposed EMTAL approach.

2.1 Preliminary

Given an input image I ∈ R3×H×W , a standard Vision Transformer [32] model with L layers
first divides I into m non-overlapping patches, which are further fed into a patch embedding layer,
generating mD-dimensional visual tokens. After concatenating with a class token, the input tokens
are finally formed as X0 ∈ R(1+m)×D. Each transformer layer contains a Multi-headed Self-
Attention (MSA) [33] block, a Feed-Forward Networks (FFN) block and a Layer Normalziation (LN).
The tokens of the l-th layer are generated based on those in the (l − 1)-th layer formulated as below:

X l′ = MSA(LN(X l−1)) +X l−1, X l = FFN(LN(X l′)) +X l′. (1)
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Similar to [30, 31], our work mainly focuses on FFN, which usually consists of two linear layers
{Wup ∈ RD×(r·D), bup ∈ Rr·D}, {Wdown ∈ R(r·D)×D, bdown ∈ RD} and a GELU activation
operation, where r represents the scaling factor. Accordingly, FNN processes the normalized input
X l

n
′
= LN(X l′) as follows:

X l
FFN = GELU(X l

n

′
Wup + bup)Wdown + bdown. (2)

This procedure ensures the effective transformation and projection of the input through the encoder
layers, enabling the prediction of the class probability distribution y for downstream tasks.

2.2 Framework Overview
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Figure 3: Illustration of the proposed EMTAL framework. Given a pre-trained ViT, we firstly
decompose it into a MoE-based multi-task learner by using the balanced k-means. LoRA is then
applied to the low-rank experts, creating an efficient multi-task learner dubbed MoEfied LoRA. During
multi-task optimization, the Quality Retaining is employed to maintain the high-quality knowledge
for tasks that have already converged. Finally, with the aid of the router fading strategy, the learned
knowledge is reparameterized back into the pre-trained ViT, eliminating the extra inference cost.

As shown in Figure 3 (a), in order to establish a unified model for NT tasks, we follow [6] by unifying
the label spaces for multiple tasks into an overall one with Nclass classes, and merging the training
samples as S =

⋃NT

t=1 St, where St denotes the set of training samples for the i-th task. Supposing a
pre-trained Vision Transformer with an embedding backbone Φ(·; θϕ) : X → F , where θϕ represents
the parameters to be frozen in the network, it maps an input x ∈ X to the feature space F . We
decompose it into an efficient multi-task learner dubbed MoEfied-LoRA denoted by Φ′(·; [θϕ; θt]),
where θt indicates the set of newly employed tunable parameters and [; ] refers to the concatenation
operation. Subsequently, the Quality Retaining multi-task optimization mechanism as well as the
router fading strategy are applied to asynchronously learning the tunable parameters θt. Finally, we
reparameterize θt into the original backbone, achieving an efficient unified model Φ(·; θ′ϕ).

2.3 MoEfied-LoRA

Basically, MoE-based learners benefits MTL in the following two ways. First, they enable dynamic
encoding of different samples across tasks via a router and multiple experts, significantly enhancing
feature diversity. Second, they reduce the number of parameters and computational cost, remarkably
promoting the training and inference efficiency. However, early attempts include delicately designed
MMoE [12], M3ViT [4] and Mod-Squad [13] fail to establish a unified structure and inevitably
introduce additional inference overhead, considering that LoRA increases inference latency by 20-30%
without reparameterization [34]. Recently, MoEfication methods [30, 31] aimed at “group together
the neurons that are often activated simultaneously” have demonstrated promising performance in
constructing effective MoE structures from pre-trained ViT models. Inspired by this, in this work we
attempt to “group together the neurons with similar weights” to construct the MoE structure. As the
corresponding experts naturally meet the low-rank conditions in LoRA [34], we can therefore obtain
an excellent efficient multi-task learner by combining with LoRA. By employing a router fading
strategy to preserve the reparameterization property of LoRA, we can further eliminate additional
inference latency.
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Specifically, as shown in Figure 3 (b), we fistly decompose the FFN into a MoLE (Mixture of
Low-rank Experts) structure. To convert the FFN in the l-th layer into MoE, we draw on insights from
[35, 36], which view the FFN as a memory bank that retains knowledge from pre-trained models.
Each column of the up-projection matrix Wup serves as a key to be matched, which each row of the
down-projection matrix Wdown act as the corresponding value. Since similar keys in the Wup tend
to serve similar functions, they should be grouped within the same expert. Formally, Wup is clustered
column-wise into K clusters by using the balanced k-means [37], with a mapping function C(·) that
assigns the idx-th column to cluster C(idx). Therefore, columns within the same cluster constitute
an expert. Additionally, bup,Wdown should match Wup channel by channel, and also adhere to the
clustering results of Wup to construct the experts {Ei}Ki=1. Consequently, they are concatenated for
the MoEfication process and then split to obtain the corresponding experts, formulated as below:

W = [Wup; bup;W
T
down],W ∈ R(2D+1)×(rD), (3)

Ei = W{idx|C(idx)=i}, i ∈ 1, 2, · · · ,K,Ei ∈ R(2D+1)×( rD
K ), (4)

Ei
up,E

i
b,E

i
down = Ei

1:D,Ei
D,Ei

D+1:2D+1. (5)

Since the column vectors within these experts are relatively similar, exhibiting low-rank characteristics,
they naturally satisfy the low-rank conditions in LoRA [34]. Therefore, we apply a set of LoRA
parameters {Ai

up,B
i
up} and {Ai

down,B
i
down} for Ei

up and Ei
down to enable more efficient learning

and improved performance, which is referred as MoLE and formally described as below:

Ei
up

′
= Ei

up +Ai
upB

i
up, (6)

Ei
down

′
= Ei

down +Ai
downB

i
down. (7)

Moreover, to leverage the benefits of dynamic routing for extracting diverse features during training,
we initially establish a sample-driven soft router for each MoLE, denote as Wr ∈ RD×K , to reweight
the experts. For the l-th layer of MoLE, we calculate weights for each experts as ωl by adopting the
following formulation:

ωl = K · softmax

(
LN(X l′)W l

r

τ

)
, (8)

During training, the router is employed to fully optimize the MoLE. The output X l
FFN-de of the

decomposed FFN is calculated as follows:

X l
FFN-de =

K∑
i=1

GELU([ωl
1 · (X l

n

′
E1

up
′
+E1

b ); · · · ;ωl
K · (X l

n

′
EK

up

′
+EK

b )])Ei
down

′
+ bdown. (9)

2.4 Quality Retaining Optimization

The goal of multi-task learning (MTL) is to ensure that the final model performs well across all
tasks. However, due to distinct task difficulties and individual optimization schedules, achieving
optimal performance on all tasks simultaneously with a single model can be challenging. As
displayed in Figure 3 (d), despite introducing strong priors to synchronize the optimization schedules
across tasks, existing methods [26, 29, 25] can disrupt the inherent schedules of tasks with varying
difficulties, creating challenges for MTL optimization. Therefore, we propose a different perspective:
maintaining the inherent optimization pace of each task is crucial. Specifically, we allow asynchronous
convergence of tasks and introduce the Quality Retaining (QR) MTO strategy to preserve high-quality
knowledge from already converged tasks during subsequent optimization.

Specifically, at iteration iter, we maintain an optimal knowledge bank Z ∈ RNclass×Nclass , which
records the Exponential Moving Average (EMA) logits of each class learned during the optimization
process from iteration 0 to iter − 1. This knowledge is distilled into the currently optimized model
using a distillation loss. Formally, we maintain the knowledge bank Z using EMA. For a sample s in
the current training batch with label labels, we update Ziter

labels
as follows:

Ziter
labels = m ·Ziter−1

labels
+ (1−m) · zs, (10)
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where zs indicates the logits of sample s and m ∈ (0, 1) is a momentum coefficient. This results in a
real-time updated knowledge repository Z.

To ensure the retention of high-quality knowledge for already optimized tasks, we employ a straight-
forward method, i.e., weighting the distillation process by the reciprocal of the loss from each task.
This procedure implies that tasks with lower loss (already optimized) should rely more on the learned
knowledge, while tasks with higher loss (still being optimized) will depend more on the ground
truth. Therefore, the Quality Retaining loss LQR for samples within a mini-batch Sbatch is defined as
below:

LQR =

NT∑
t=1

1

LCE,t
·
∑

s∈Sbatch

KL (softmax(zs), softmax(Zlabels)) · 1(s ∈ St), (11)

where KL(·) and 1 indicates the Kullback-Leibler divergence [38] and the indicator function, respec-
tively. LCE,t is the Cross-Entropy loss for the t-th task.

Based on Eq. (11), the overall training loss is formulated as L =
∑NT

t=1 LCE,t + LQR. This strategy
ensures that the model maintains optimal performance for already converged tasks while allowing
other tasks to continue their optimization at their inherent pace.

2.5 Router Fading and Insights on the Unified Model Structure

MTL aims to develop a universal model capable of executing multiple tasks simultaneously. To
achieve this goal, we transform the unified pre-trained model into an MoEfied LoRA and develop the
quality retaining mechanism to preserve multi-task knowledge as discussed in the previous sections.
However, the dynamic routing in MoEfied LoRA limits LoRA’s capability of reparameterizing the
learned parameters into a unified, static pre-trained structure. To address this issue, we design a router
fading strategy that gradually diminishes the router’s role in the later stages of training. This approach
allows the knowledge embedded within the optimized router to be implicitly absorbed as follows:

ωl = α ∗ ωl + (1− α), (12)

where α ∈ [0, 1] is the trade-off hyper-parameter. Finally, as shown in Figure 3 (e), we completely
remove the router after training by setting α = 0. In the mean time, we reparametere knowledge
learned by LoRA back using Eq. (6) and Eq. (7), and concatenate them to replace the original
parameters Wup, bup,Wdown of the l-th layer with Wup

′, b′up,Wdown
′ as below:

Wup
′ = [E1

up
′
;E2

up
′
; · · · ;EK

up

′
], (13)

bup
′ = [E1

b
′
;E2

b
′
; · · · ;EK

b

′
], (14)

Wdown
′ = [E1

down
′
;E2

down
′
; · · · ;EK

down

′
]. (15)

The above technique avoids extra computational costs and maintains a unified model structure,
delivering a new perspective for multi-task learning.

3 Experimental Results and Analysis

3.1 Datasets and Evaluation Metric

By following [6], we mainly evaluate the performance of our proposed EMTAL method on the
challenging Multi-task FGVC benchmark. In addition, we conduct experiments on the Specialized
VTAB-1k dataset to validate the effectiveness over previous solutions. Multi-task FGVC is a collection
of public datasets specifically for multi-task fine-grained visual classification, including CUB-200-
2011 [39], Stanford Cars [40], FGVC-Aircraft [41] and Oxford Flowers [42]. In order to make fair
comparisons, we adopt the standard training/testing split as depicted in [6]. Specialized VTAB-1k
[43] consists of specialist images from specialized equipment, where we employ multi-task learning
to fully leverage these expensively annotated data. We follow the standard training/validation splits
used in [43] for fair comparisons. The top-1 accuracy is utilized as the evaluation metric. To
further demonstrate the effectiveness of our method on the tasks of pixel-to-pixel dense prediction,
we also conduct experiments on the NYUv2 dataset [44]. Specifically, we integrate our method
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Table 1: Comparison of the top-1 accuracy (%) on the Multi-task FGVC benchmark, by using
ViT-B/16 supervised pre-trained on ImageNet-21K. ‘FT’ denotes ‘Full Fine-tuning’. The best results
are highlighted in bold and the second best ones are underlined.

Method Reference Unified
Model

CUB-200
-2011

Stanford
Cars

FGVC-
Aircraft

Oxford
Flowers Mean Tunable

Params. (M)
Inference
Time (ms)

MTL baselines
Separate FT Baseline % 86.4 87.6 77.2 98.8 87.49 343.92 14.30
Union FT [6] Baseline ! 83.1 90.7 78.3 97.5 87.39 85.98 7.15

MTO Gradient-based
Nash-MTL [24] ICLR’ 22 ! 88.3 90.2 80.6 99.5 89.65 2.82 7.15

Aligned-MTL [25] CVPR’ 23 ! 88.9 90.6 81.6 99.7 90.17 2.82 7.15
MTO Loss-based

GLS [26] CVPR’ 19 ! 88.4 90.1 80.0 99.6 89.55 2.82 7.15
AMTL [29] ICCV’ 23 ! 88.2 90.7 81.5 99.7 90.04 2.82 7.15

QR Ours ! 88.1 92.3 85.0 99.6 91.25 2.82 7.15

Efficient multi-task learners
Dual-Prompt [49] ECCV’ 22 % 87.8 73.5 53.1 99.4 78.4 1.1 15.48

Erudite [6] CVPR’ 23 % 79.7 81.4 70.2 98.1 82.35 101.34 9.74
MLoRE [5] CVPR’ 24 % 74.8 59.5 49.9 99.2 70.76 188.01 42.02

MOELoRA [14] SIGIR’ 24 % 88.4 88.2 75,0 99.7 88.04 2.82 38.71

MoEfied LoRA Ours ! 88.5 91.3 81.5 99.7 90.27 1.20 7.15

EMTAL-1 Ours ! 90.5 91.9 81.8 99.7 90.96 0.75 7.15
EMTAL-2 Ours ! 90.0 92.2 83.5 99.7 91.35 0.90 7.15
EMTAL-4 Ours ! 89.8 92.3 85.2 99.7 91.73 1.20 7.15

with TaskPrompter [45] by applying MoEfied LoRA and QR to the FFN layers and the semantic
segmentation task head, respectively.

In addition, we evaluate on Multi-task FGVC for few-shot learning under 1, 2, 4, 8, and 16 shots, by
following existing works [46, 47].

3.2 Implementation Details

We utilize ViT-B/16 2 pre-trained on ImageNet-21K [32] as the base model. We use the AdamW
optimizer [48] to fine-tune our models for 100 epochs and adopt the cosine learning rate decay with a
linear warm-up for 10 epochs in all experiments. We fix the hyper-parameters τ in Eq. (8) to 5, since
it exhibits stable performance with distinct values. As for data augmentation, we employ random
resize cropping to 224 × 224 pixels and a random horizontal flip during training and resize to 248 ×
248 pixels with a center crop to 224 × 224 pixels. All experiments are conducted on a single Nvidia
GeForce RTX 3090 GPU.

3.3 Comparison with the State-of-the-Art Approaches

To comprehensively evaluate the performance of our approach, we compare with the MTL full
fine-tuning baseline and the following categories of state-of-the-art approaches: 1) MTO Loss-
based methods, including GLS [26] and AMTL [29]; 2) MTO Gradient-based methods, including
Nash-MTL [24] and Aligned-MTL [25] combined with vanilla LoRA-16; 3) Efficient multi-task
learners methods, including Dual-Prompt [49], Erudite [6], MLoRE [5] and MOELoRA [14]. As the
performance of EMTAL depends on the inherent low-rank properties, we report the results of our
method using distinct ranks including 1, 2 and 4, denoted by EMTAL-1, EMTAL-2 and EMTAL-4,
respectively.

As summarized in Table 1, the proposed EMTAL method consistently improves the performance at
different ranks, promoting the top-1 accuracy of the Separate full-finetuning baseline by an average of
3.47%, 3.86% and 4.24%, respectively. More importantly, EMTAL tunes only a negligible amount of
parameters (i.e., 1.20M) compared to the original model (i.e., 343.92M), and incurs no extra inference

2ViT-B/16 supervised pre-trained on ImageNet-21K.
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Table 2: Comparison results (%) with the state-of-the-art PEFT and MTL methods on Specialized
VTAB-1k by using ViT-B/16 models supervised pre-trained on ImageNet-21K. ‘FT’ denotes ‘Full
Fine-tuning’. The best results are highlighted in bold and the second best is underlined.

Method Reference Patch Camelyon EuroSAT Resisc45 Retinopathy Mean Tunable Params. (M)

MTL baselines
Separate FT Baseline 79.7 95.7 84.2 73.9 83.38 343.36
Union FT [6] Baseline 84.3 93.9 83.0 75.2 84.08 85.99

Traditional PEFT
Adapter [50] ICML’ 19 76.3 88.0 73.1 70.5 76.98 1.08
LoRA [34] ICLR’ 22 85.5 95.3 86.1 75.3 85.50 2.41
VPT-D [18] ECCV’ 22 81.8 96.1 83.4 68.4 82.42 2.40

SSF [19] NeurIPS’ 22 87.4 95.9 87.4 75.5 86.56 0.96
SPT-L [51] ICCV’ 23 85.7 96.2 85.9 75.9 85.92 2.16
ARC [20] NeurIPS’ 23 84.9 95.7 86.7 75.8 85.78 0.52

PEFT for MTL
AMTL [25] ICCV’ 23 86.4 95.0 85.8 75.9 85.79 2.41

MOELoRA [14] SIGIR’ 24 86.9 96.1 88.4 76.7 87.01 2.41
EMTAL-1 Ours 85.5 96.2 88.0 77.5 86.78 0.34
EMTAL-2 Ours 87.3 95.7 88.1 78.7 87.43 0.49
EMTAL-4 Ours 87.4 96.1 89.1 78.9 87.89 0.78

Table 3: More evaluation results on NYUv2 with ViT-B/16. The best results are highlighted in bold.

Method Semseg mIoU ↑ Depth RMSE ↓ Normal mErr ↓ Boundary odsF ↑ Mean ∆ (%) ↑

TaskPrompter-Base [45] 50.40 0.5402 18.91 77.60 -
+ EMTAL (Ours) 52.90 0.5284 18.95 77.10 1.57

cost, implying that our framework is significantly more effective and efficient than the traditional
separate training paradigm.

Moreover, EMTAL consists of a reparameterizable and efficient multi-task learner, a Quality Retaining
MTO mechanism and a router fading strategy. Compared to the state-of-the-art methods, each
component of our approach shows significant advantages. In terms of the design of MTL structures,
MoEfied LoRA seamlessly integrates low-rank experts with LoRA, resulting in improved performance.
Furthermore, the router fading strategy and the reparameterization effectively reduce inference time,
significantly enhancing the overall efficiency. Meanwhile, by considering the intrinsic task-specific
optimization pace, the QR mechanism clearly improves previous MTO strategies. Overall, it utilizes
a sample-driven router and multiple experts to extract diverse feature representations while preserving
high-quality knowledge during training, making it highly beneficial for multi-task learning. In
this way, our method achieves the highest accuracy compared to the state-of-the-art approaches,
surpassing the second best Aligned-MTL by 1.56% while tuning fewer parameters.

We further evaluate the performance on Specialized VTAB-1k, where MTL is highly beneficial
against previous solutions. As displayed in Table 2, some existing works focus on applying parameter-
efficient fine-tuning on each task individually to avoid over-fitting. However, we find that performance
can be significantly enhanced by incorporating multi-task learning. Specifically, applying AMTL and
MOELoRA on the vanilla LoRA yields improvements of 0.29% and 1.51%, respectively. Furthermore,
when directly applying our EMTAL to these tasks, we observe consistent improvements across
different ranks, achieving the highest accuracy compared to the state-of-the-art approaches. Notably,
it enhances the overall performance by 1.43%, while utilizing fewer parameters. In addition, on
the NYUv2 dataset, our method significantly enhances performance in semantic segmentation and
depth estimation tasks, while achieving comparable results in surface normal estimation and object
boundary detection tasks. Overall, this led to an average relative improvement of 1.57%, validating
the effectiveness of our approach for pixel-level prediction tasks. We provide more results, including
using self-supervised pre-trained model DINOv2-large and the few-shot learning in Appendix B and
Appendix C, respectively.

3.4 Ablation Study

In this section, we evaluate the effectiveness of the proposed main components, i.e. MoEfied LoRA
and Quality Retaining by extensive ablation studies.
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Table 4: Ablation results (%) of the main components on the Multi-task FGVC by using ViT-B/16
backbone. The best results are highlighted in bold.

MoEfied LoRA Quality Retaining CUB-200
-2011

Stanford
Cars

FGVC-
Aircraft

Oxford
Flowers Mean Tunable

Params. (M)

% % 83.1 90.7 78.3 97.5 87.39 86.26

! % 88.5 91.3 81.5 99.7 90.27 1.20
% ! 88.5 91.6 84.4 99.6 91.04 86.26
! ! 89.8 92.3 85.2 99.7 91.73 1.20

Table 5: Ablation results (%) of the MoEfied LoRA and router fading strategy on Multi-task FGVC
by using ViT-B/16 backbone. The best results are highlighted in bold.

Method CUB-200
-2011

Stanford
Cars

FGVC-
Aircraft

Oxford
Flowers Mean Tunable

Params. (M)
Inference
Time (ms)

Union FT 83.1 90.7 78.3 97.5 87.39 86.26 7.15

+MoEfied 85.2 91.3 80.8 98.7 89.20 86.40 13.87
+LoRA [34] 88.2 91.0 81.7 99.6 90.14 1.20 13.87

+Router fading 88.5 91.3 81.5 99.7 90.27 1.20 7.15

Table 6: Ablation results (%) of the proposed MoEfied LoRA with different numbers of clusters (i.e.
k) and distinct ways to construct experts.

Hyper. Clusters # Method
1 4 16 64 192 Co-activation Gradient-cluster Ours

Params. (M) 1.05 1.09 1.20 1.64 2.82 1.20 1.20 1.20
Mean Acc 88.83 89.12 90.27 89.34 89.02 89.30 89.34 90.27

Effect of the Main Components. We evaluate the proposed components across the Multi-task FGVC
Benchmark based on ViT-B/16. As Table 4 shows, MoEfied LoRA consistently boost the performance,
achieving an average of 2.88% improvement with less tunable parameters. The results indicate that
MoEfied LoRA is significantly beneficial to multi-task learning by providing more diverse features. In
the mean time, the Quality Retaining MTO mechanism can further remarkably promote the accuracy,
with a 3.65% improvement on average. A combination of these two components, i.e. MoEfied LoRA
and QR, further boosts the overall performance across datasets, implying that MoEfied LoRA and
Quality Retaining are complementary in multi-task learning.

On MoEfied LoRA and Router Fading. We further validate the effectiveness of MoEfied LoRA
and the router fading strategy across the Multi-task FGVC benchmark based on ViT-B/16. Initially,
we begin by decomposing the pre-trained model into a MOLE structure. A straightforward clustering
and splitting of the FFN, combined with a sample-driven router, can achieve a 1.81% improvement by
enhancing the the diversity of feature representations. Furthermore, applying LoRA to the low-rank
experts yields a 0.94% gain in performance, as the small amount of tunable parameters reduces the
risk of overfitting, and the the low-rank property of the experts aligns well with LoRA. Additionally,
the proposed router fading strategy gradually diminishes the influence of the router over 50 epochs,
effectively preserving the reparameterizable nature of LoRA and reducing the inference time.

Moreover, we conduct more ablation studies on the proposed MoEfied LoRA. The number of clusters
k significantly influence the performance of MoEfied LoRA, considering that a large number of
clusters intends to incur simple experts with few channels, and a small number of clusters results in
high-rank experts, either of which degrades the effectiveness of MoEfied LoRA. We empirically study
the effect of k by using 1, 4, 6, 64 and 192 clusters. As Table 6 displays, MoEfied LoRA reaches the
highest accuracy when k = 16. Moreover, we compare different ways to construct experts, including
the co-activation clustering [28] that groups weights based on activations for each channel and the
gradient-cluster [47] that clusters weights according to cumulative gradients. As shown in Table 6,
our method achieves the best performance, clearly demonstrating its effectiveness.
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3.5 Visualization on the Low-rank Property of MoLE

(a) Low-rank properties of experts across different
ranks in the 4-th transformer block.

(b) Low-rank properties of experts across different
transformer block l with a fixed rank 1.

Figure 4: Comparison of the low-rank properties by using the vanilla MoE and the proposed MoLE,
based on the Ky Fan 2-k norm [52]. A higher value signifies a stronger low-rank property.

As shown in Figure 4 (a), we measure the low-rank properties of experts by using the Ky Fan 2-k
norm [52], and the results indicate that the experts generated by our method consistently exhibit
statistically more significant low-rank properties across distinct ranks. Additionally, we analyze the
low-rank properties of experts across different layers of ViT when the ranks is fixed as 1. As Figure 4
(b) demonstrates, the low-rank properties of experts are more significant in lower layers that those in
higher layers.

We kindly refer to Appendix E for more detailed discussion about the broader impacts and limitations
of our work .

4 Conclusion

In this paper, we focus on decomposing a pre-trained Vision Transformer model for multi-task learn-
ing, reparameterizing the learned multi-task knowledge back into the original model and establishing
a unified model. We propose a novel efficient multi-task learning framework dubbed EMTAL, which
mainly consists of the MoEfied LoRA module, the Quality Retaining (QR) mechanism and the
router fading strategy. Concretely, MoEfied LoRA decomposes a pre-trained ViT into multi-task
learners by clustering similar weight of FFN into experts and applies LoRA to tune the experts with
low-rank properties. Subsequently, we leverage the inherent asynchronous convergence property of
tasks and employ QR to preserve the optimized performance for converged tasks. Finally, the router
fading strategy is introduced to eliminate extra inference cost. Extensive experiments on the public
benchmarks demonstrate that our method substantially promotes performance by comparing with the
state-of-the-art multi-task learning approaches, while also being effective in few-shot learning with
limited data. Our work delivers a new perspective for efficient multi-task learning by decomposing a
pre-trained model and reparameterizing back with a low rank updating.
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A Related Work

A.1 Multi-Task Learning

Multi-Task Learning (MTL) [53] aims to improve the generalization performance of models across
individual tasks by leveraging shared representations to exploit the commonalities and interdepen-
dencies between tasks. This approach also reduces the number of parameters and accelerates both
training and inference [53, 54, 55]. Existing works are roughly divided into two categories: 1) the
efficient multi-task learners and the multi-task optimization methods [56].

Efficient multi-task learners. These approaches concentrate on analyzing the impact of parameter
sharing within models and can be broadly categorized into encoder-focused and decoder-focused
approaches, depending on where information is exchanged or shared between tasks [56]. In encoder-
focused models, task parameters are shared exclusively within the encoder to extract general features,
by leveraging mechanisms such as feature fusion [57, 58, 59], attention [28, 6], and dynamic
branching [60, 61], while the decoder consists of independent task-specific heads with no cross-
task information sharing [22, 62, 1]. In decoder-focused models, parameters are shared across
tasks within the decoder. The model initially makes separate predictions for each task and then
refines these results by leveraging inter-task correlations through mechanisms such as multi-model
distillation [63, 64, 65, 66], sequential task prediction [67], or cross-task consistency [68]. Some
continual learning frameworks [69, 49] are also applicable to MTL, incorporating task-specific and
task-shared parameters to achieve effective isolation and sharing between tasks.

Multi-Task Optimization Methods. The optimization-based methods [22, 70, 71, 62, 72, 25, 24]
focus on balancing how tasks are learned, exploring effective solutions from the perspective of model
optimization. These approaches enhance the optimization process of MTL through various design of
multi-task losses [26, 68, 62, 73, 74, 29], which assigns appropriate loss weights to minimize conflicts
among tasks. [75] proposes recording the optimal checkpoint for each task and learning from it by
distilling the soft labels of individual samples. However, this approach may record a local optimal
solution, leading to suboptimal results. Gradient manipulations [70, 22, 23, 2, 3] techniques address
task interference by directly adjusting gradients, with recent methods emphasizing the formulation of
a unified gradient vector subject to diverse constraints.

A.2 Mixture-of-Experts

Mixture-of-Experts (MoE) [16, 15] are originally designed to combine the decisions of a series of sub-
models, i.e., expert networks, on the same input, enhancing conditional computational capabilities and
enabling the scaling of parameters in neural networks [76, 77, 17, 78]. Therefore, MoE trains multiple
specialized expert networks, each of which maintains its own unique set of trainable parameters.
This design allows the expert networks to develop distinct internal representations tailored to their
respective input data. Additionally, MoE employs a router that dynamically weights the outputs of
each expert network, enabling their contributions to be combined into the final output.

MoE is also applied in Multi-Task Learning (MTL), effectively partitioning the parameter space and
leveraging relevant model components for different tasks, making it a promising solution for MTL
[15, 16, 17]. M3ViT [4] customizes the MoE layer within a ViT backbone, and activates task-specific
experts during training to mitigate gradient conflicts in MTL. Mod-Squad [13] introduces a modular
multi-task leaner based on MoE, along with a novel loss function, to address the gradient conflicts
among tasks. MMoE [12] designs a multi-gate MoE to ensemble expert networks for various census
analysis tasks, each with a different router. TaskExpert [79] generates multi-task predictions for
all tasks in a single forward pass simultaneously, leading to significantly higher multi-task training
efficiency. MLoRE [5] explicitly builds global relationships among all tasks within the MoE structure
and introduces low-rank experts, improving the efficiency of MoE compared to the vanilla approach.

A.3 Low-Rank Updating

Low-Rank Adaption (LoRA) [34] is a parameter-efficient fine-tuning method [34, 80, 81, 82], inspired
by the observation from [83] that the difference in weights between the pre-trained model and the
adapted model lies in a low intrinsic rank. With the success of low-rank structure [84, 85, 86, 87] as
a parameter-efficient fine-tuning technique, numerous studies have demonstrated impressive results
by combining LoRA and MoE for more efficient and effective model tuning. LoRAHub [88] first
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trains multiple LoRA weight modules on upstream tasks. To adapt the model to a downstream task,
it employs a gradient-free optimization method to determine the optimal coefficients for linearly
combining the pre-trained LoRA modules. MOELoRA [14] utilizes a router network conditioned on
a task identifier to dynamically combine the outputs of multiple LoRA experts. Similarly, MoCLE
[89] designs a router network that is conditioned on the clustering information extracted from each
input sample. LoRAMoE [90] splits the LoRA experts into two groups and explicitly learns distinct
capabilities for each group. While these mixture-of-LoRA methods densely combine multiple
LoRA experts, a sparse mixture of LoRA experts offers a more economical alternative, achieving
comparable performance while maintaining roughly constant training and inference costs. The
Octavius [91] method, for instance, selects the top-2 LoRA experts based on a router that conditions
on the entire input instance, representing a more coarse-grained routing mechanism. Besides, earlier
MTL methods use the low-rank structure to model task-generic features and generate task-specific
features through linear combinations. VL-Adapter[82] exploits adapter-based methods to efficiently
fine-tune generative models in a multi-task setting, while [87] introduces a framework for training
multiple neural networks simultaneously, sharing all shareable layers and learning the sharing strategy
in a data-driven manner.

B More Experimental Results on DINOv2-large

Table 7: Comparison results (%) with the state-of-the-art PEFT approaches on the Specialized VTAB-
1k benchmark by using the self-supervised pre-training ViT-L/14 model, i.e., DINOv2-large [92].
‘FT’ denotes ‘Full Fine-tuning’. The best results are highlighted in bold and the second best ones are
underlined.

Method Reference Unified
Model

Patch
Camelyon EuroSAT Resisc45 Retinopathy Mean Tunable

Params. (M)

Separate FT Baseline % 88.1 96.1 90.9 77.2 88.08 1217.6
BitFit [93] ACL’ 22 % 85.2 96.1 90.7 75.7 86.92 1.08
FacTtt [80] AAAI’ 23 % 87.1 94.3 88.7 74.0 86.02 0.48
FacTtk [80] AAAI’ 23 % 86.1 94.6 89.5 74.2 86.10 0.48
LoRA [34] ICLR’ 22 % 88.3 96.4 91.4 77.4 88.38 7.08

GLoRA [94] arXiv’ 23 % 85.9 96.0 91.0 76.2 87.27 19.48
OFT [95] NeurIPS’ 23 % 88.4 96.4 91.5 77.2 88.38 8.40

BOFT [96] ICLR’ 24 % 88.9 96.6 91.6 77.3 88.60 7.96

EMTAL-4 Ours ! 89.4 95.9 91.7 80.1 89.27 2.03

In addition to the ViT-B/16 pre-trained model as displayed in Table 2, we evaluate the performance
of our method based on the self-supervised pre-training ViT-L/14 model, i.e., DINOv2-large 3. As
summarized in Table 7, our method consistently outperforms the compared approaches. Notably,
compared with the separate full-finetuning (Separate FT) baseline which incurs 1217.6M tunable
parameters (4 × 304.4M) and the other alternative methods, EMTAL successfully constructs a unified
multi-task framework on this benchmark. Our approach eliminates the need to develop multiple
specialized models while delivering superior performance, thereby validating its generalizability
when applied to larger self-supervised models.

C More Experimental Results on Few-shot learning

We also evaluate the performance of our method on the challenging few-shot learning task. As
illustrated in Figure 5, the following observations can be made regarding the average performance :
(i) EMTAL, LoRA, Adapter, and VPT exhibit similar performance with extreme limited amount of
training data, such as with only 1 or 2 shots. (ii) As the amount of training data increases, EMTAL
demonstrates a significant advantage. For instance, with 16 shots, EMTAL promotes the accuracy of
the second best one by approximately 5%. This highlights that multi-task training has a particularly
significant advantage over the separate training, especially in scenarios where reliable annotation
information is limited.

3DINOv2-large.
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Figure 5: Comparison results using various separate training approaches in the context of few-shot
learning on the multi-task FGVC datasets.

D Detailed Descriptions for the Evaluation Datasets

We provide detailed descriptions about the datasets used for evaluation. The train/val/test splits and
the number of classes are summarized in Table 8.

Table 8: The statistics of the datasets used for evaluation. The train/val/test splits are the same as
depicted in [6]. ‘-’ indicates that the corresponding split is not available.

Dataset Description #Classes Training set Val. set Test set

Multi-task FGVC

CUB-200-2011 [39] Bird species recognition 200 5,994 - 5,794
Stanford Cars [40] Car classification 196 8,144 - 8,041
FGVC-Aircraft [41] Aircraft classification 100 6,667 - 3,333
Oxford Flowers [42] Flower species recognition 102 2,040 - 6,149

Specialized VTAB-1k [43]

Patch Camelyon [97]

Specialized

2

800/1,000 200

32,768
EuroSAT [98] 10 5,400
Resisc45 [99] 45 6,300
Retinopathy [100] 5 42,670

By following Erudite [6], we employ the Multi-task Fine-Grained Visual Classification datasets to
evaluate the performance of our proposed EMTAL, which consists of CUB-200-2011 [39], Stanford
Cars [40], FGVC-Aircraft [41] and Oxford Flowers [42]. We also employ Specialized VTAB-1k [43],
consisting of specialist images from specialized equipment, where multi-task learning is applied to
fully leverage these annotated data.

E Limitations and Broader Impacts

Our work may have the following potential impacts. Firstly, compared to traditional multi-task
learning approaches, EMTAL maximizes the use of limited data for downstream multi-task learning.
This capability facilitates the rapid transfer of large models pre-trained on vast datasets to downstream
tasks, significantly conserving computational resources. Secondly, our method is designed based on
reparameterization, allowing the model to be transferred to downstream tasks without altering the
deployed backbone architecture. This approach, which involves simply replacing a set of weights, is
more convenient than many multi-task learning methods [4, 13, 5].

Regarding limitations, our model structure currently employs a unified rank across all experts. Despite
that this design benefits parallel computing during training, our experiments reveal that different tasks
have varying difficulties, necessitating different optimal ranks. For example, the optimal rank for the
CUB-200-2011 dataset is one, whereas for the Stanford Cars dataset, it is four. Thus, dynamically
and adaptively selecting the appropriate ranks for different tasks to improve multi-task learning is a
promising research direction. Additionally, we observed that the low-rank property of shallow experts
is more pronounced than that of deep experts in the network, suggesting that dynamically adjusting
the rank of experts across different layers could lead to improved performance. Consequently,
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adaptively assigning the appropriate rank to these experts is a potential key focus of future research.
Furthermore, while our method seeks to establish a unified multi-task model for practical applications,
it is essential to consider potential out-of-distribution (OOD) issues that may arise during deployment,
as they could impact the performance. To address this challenge and enhance the applicability of
our work in real-world scenarios, future research could explore the integration of domain adaptation
techniques [101, 102]. Investigating datasets such as WILDS [103], which are tailored for OOD
challenges, could provide valuable insights and further improve performance across diverse contexts.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We describe it in Section E.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theoretical result.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe it in Section 3.2 and will release code upon acceptance.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]

Justification: We describe details of public datasets in Section D, provide details of our
method, and will release code upon acceptance.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We describe it in Section D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We describe it in Section 3.5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We describe it in Section 3.2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss it in Section E.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models), used in the
paper, are properly credited and the license and terms of use explicitly are mentioned and
properly respected.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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