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q Self-supervised learning is a successful learning paradigm for graph neural 
networks (GNNs).

q Masked autoencoding has shown promise in benefiting visual and language 
representation learning.

q It is natural to incorporate the masked autoencoding scheme into graph 
autoencoders (GAEs) --- a class of generative graph self-supervised models.

q However, it is currently unclear whether masked autoencoding would advance the 
state-of-the-art in graph self-supervised learning.
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Experimental Results

Conclusion
q A comprehensive theoretical analysis of GAEs and MGM.
q MaskGAE, a simple yet effective self-supervised learning framework for graphs.
q Path-wise masking, a structured masking strategy to facilitate the MGM task.
q MaskGAE establishes new SOTA performance in different tasks.

Table: Node classification results (%).

Link Prediction

Focus: Graph Self-supervised Learning

q GNN à training with self-defined pretext task   à encoder 𝑓!
q Encoder 𝑓! à representations à generalize to other downstream tasks

Masked Autoencoders

Figure: Milestones of masked autoencoding in language, vision, and graph research.

Connecting GAEs to Contrastive Learning

Figure: Ablation analysis on masking ratios.

Figure: An illustrative example of graph self-supervised learning.

q Masked language modeling (MLM) and masked image modeling (MIM) have 
been widely applied to text and image data, with prominent examples 
including BERT and MAE.

q Similarly, masked graph modeling (MGM) is to remove a portion of the input 
graph and learn to predict the removed content such as edges or paths.

q MaskGAE achieves SOTA performance in both link prediction and node 
classification tasks.

q Self-supervised learning in GAEs is provably contrastive learning.
q GAEs with masking can benefit contrastive learning by significantly reducing 

subgraph overlapping.

Figure: The benefits of masking on graphs.

Masking on Graphs

q Edge-wise masking: randomly mask a set of 
edges from graphs.

q Path-wise masking: mask a continuous of 
region of edges from graphs.

q Path-wise masking can break the shortrange 
connections between nodes and facilitate the 
MGM task.

Figure: Two masking strategies 
on graphs

Present Work: MaskGAE

q Input masking: edge-wise or path-wise masking strategies.
q Encoder: GNNs, e.g., GCN or GAT.
q Two decoders: 

q Structure decoder: reconstruct graph structure (neighborhood connection).
q Degree decoder: reconstruct node degree (neighborhood distribution).

q Two learning objectives: reconstruction loss and regression loss.

Node Classification
Table: Link prediction results (%).

q A properly large masking ratio achieves a good performance.
q MaskGAE with GCN as the encoder exhibits significantly improved 

performances over GAT and SAGE in all cases.

Ablation Study

Figure: Overall framework of MaskGAE (with path-wise masking).

Table: Effect of different encoders
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