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A Appendix

The appendix contains instructions on how to access the dataset, all prompt templates used in our
paper, supplementary results for PersonalSum and Topic-centric PersonalSum, an error case analysis
of PersonalSum, and the statistics for Topic-centric PersonalSum.

A.1 Accessibility

All the resources in our work are accessible online 2, including dataset card and related code for data
collection and quality control on Amazon Turk. The licensing for the dataset is under a CC BY-NC
4.03. We will consistently maintain and update the resources to ensure long-term usability.

A.2 Prompts

This section lists all prompts used in the paper. Figure 1(a) and (b) show the prompts used to extract
plot and named entities (NEs) from the input article using GPT-4o, respectively. Figure 2 and Figure
3 respectively show the Norwegian prompts we adopted to generate generic summaries (Generic),
personalized summaries with only user history (Direct), personalized summaries with user history
and entity (Entity)/plot (Plot)/position (Position) factor for all models in our experiments. When
testing different combinations of factors, we add the associated factors to the user’s history. For
example, when exploring all combinations of factors (All), the prompt is as shown in Figure 4. Figure
5 shows the prompt used to control the quality of annotated summary in Section 3.1.
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Figure 1: Prompt template using GPT-4o on (a) Plot extraction, and (b) Named Entity (NE) recogni-
tion.
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Figure 2: Prompt for generic summary generation.

2https://github.com/SmartmediaAI/PersonalSum, and https://huggingface.co/datasets/
PersonalLab/PersonalSum with a Croissant metadata record.

3https://creativecommons.org/licenses/by-nc/4.0/
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Figure 3: Prompts for generating personalized summaries.
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Figure 4: Prompt for generating personalized summaries with all factors.
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Consistency Evaluation: The summary is in line with the information provided in the source regarding the Chinese central bank's decision to reduce currency reserves from 
eight to six percent. The summary accurately reflects the key points presented in the source about the need for policy action to support the economy and the Chinese 
currency. Therefore, the summary maintains good consistency with the source.

Consistency score: 1

Relevance Evaluation: The summary is highly relevant to the information in the source as it captures the main points of the central bank's decision to reduce the reserve 
requirements to support the economy and stabilize the Chinese currency. The summary aligns closely with the content of the original news article, ensuring that it supports 

the source by summarizing the key details accurately.

Relevance score: 1

Figure 5: Prompt for evaluating annotated summary w.r.t. its source using GPT-4o and an example
output.
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A.3 Supplementary results for PersonalSum

Table 1: 5-shot experimental results of different LLMs on PersonalSum. Best results are on bold and
the second best results are underlined.

Models Metrics Generic Direct Entity Plot Position Entity+Plot Entity+Position Plot+Position All

GPT-3.5
Turbo

Rouge-1 37.53
±14.74

38.10
±14.88

37.62
±15.19

37.32
±16.04

37.73
±15.73

37.32
±15.28

37.62
±15.45

37.23
±15.76

37.66
±15.44

Rouge-2 16.83
±12.96

17.40
±13.11

17.10
±13.10

17.11
±13.56

17.29
±13.61

16.76
±13.25

17.04
±13.42

16.83
±13.51

17.22
±13.47

Rouge-L 26.77
±13.26

27.08
±13.27

26.70
±13.48

26.82
±14.06

27.10
±13.95

26.47
±13.55

26.79
±13.62

26.64
±13.97

26.94
±13.66

BERTScore 74.95
±5.35

75.10
±5.32

74.79
±5.50

74.71
±6.07

74.96
±5.92

74.71
±5.67

74.88
±5.66

74.80
±5.87

74.87
±5.73

Gemini
1.0 Pro

Rouge-1 32.27
±13.32

33.50
±13.63

33.74
±13.64

32.72
±13.48

33.91
±13.65

33.89
±13.14

33.85
±13.56

33.66
±13.59

33.64
±13.17

Rouge-2 12.35
±10.65

13.18
±11.08

13.29
±10.73

12.51
±10.83

13.46
±11.57

13.06
±10.84

13.61
±11.03

13.54
±11.38

13.14
±10.64

Rouge-L 22.94
±11.62

23.89
±11.99

23.96
±11.92

23.38
±11.87

24.36
±12.09

23.99
±11.77

23.93
±11.98

24.10
±12.10

23.95
±11.55

BERTScore 73.53
±5.14

73.95
±5.30

73.94
±5.15

73.64
±5.00

73.98
±5.27

73.90
±5.06

73.88
±5.10

73.95
±5.13

73.93
±5.13

NorwAI-
Mixtral-
8x7B-

instruct

Rouge-1 34.16
±12.99

34.32
±13.56

33.79
±13.67

34.21
±13.63

33.93
±13.80

33.96
±13.99

34.08
±13.85

34.15
±13.88

33.75
±13.99

Rouge-2 13.42
±10.50

13.86
±10.98

13.66
±11.11

13.87
±11.13

13.81
±11.17

13.98
±11.30

13.73
±11.21

13.78
±11.21

13.90
±11.38

Rouge-L 23.64
±10.81

24.33
±11.47

24.11
±11.77

24.33
±11.67

24.09
±11.57

24.27
±11.94

24.29
±11.80

24.26
±11.78

24.21
±11.93

BERTScore 73.51
±4.70

73.90
±4.97

73.86
±5.05

73.90
±5.04

73.90
±5.06

73.89
±5.14

73.93
±5.03

73.86
±5.12

73.89
±5.15

Table 2: 10-shot experimental results of different LLMs on PersonalSum. Best results are on bold
and the second best results are underlined.

Models Metrics Generic Direct Entity Plot Position Entity+Plot Entity+Position Plot+Position All

GPT-3.5
Turbo

Rouge-1 37.40
±15.28

37.41
±15.16

37.00
±15.47

36.63
±16.22

36.62
±16.01

37.33
±15.68

37.36
±15.79

37.64
±15.76

37.10
±15.97

Rouge-2 17.00
±13.45

16.95
±13.20

17.02
±13.31

16.78
±13.54

16.62
±13.60

16.99
±13.13

17.29
±13.70

17.34
±13.69

17.01
±13.36

Rouge-L 26.94
±13.69

26.59
±13.35

26.43
±13.64

26.14
±14.08

26.22
±14.05

26.64
±13.59

26.87
±14.23

27.06
±13.93

26.60
±13.89

BERTScore 74.99
±5.57

74.84
±5.38

74.66
±5.61

74.46
±5.95

74.51
±6.05

74.70
±5.72

74.86
±5.75

74.92
±5.77

74.66
±5.93

Gemini
1.0 Pro

Rouge-1 33.22
±13.22

34.79
±14.11

34.17
±13.79

35.78
±14.21

34.82
±14.11

35.01
±13.78

34.46
±14.26

34.70
±14.56

34.63
±14.37

Rouge-2 12.82
±10.22

14.39
±11.16

13.56
±11.41

14.55
±11.81

14.05
±11.34

14.43
±11.12

13.86
±11.47

14.25
±11.65

13.86
±11.36

Rouge-L 23.06
±11.22

24.65
±11.82

23.83
±11.90

24.93
±11.84

23.95
±11.51

24.43
±11.61

23.70
±11.68

24.38
±12.06

24.05
±11.60

BERTScore 73.97
±4.62

74.26
±4.74

74.00
±4.79

74.56
±4.63

74.33
±4.69

74.37
±4.79

74.04
±4.99

74.25
±4.92

74.21
±4.84

NorwAI-
Mixtral-
8x7B-

instruct

Rouge-1 32.97
±12.09

33.12
±11.89

33.32
±12.45

33.67
±12.36

33.21
±12.80

33.46
±12.81

33.18
±12.25

34.05
±12.25

33.75
±12.79

Rouge-2 12.67
±11.30

13.07
±10.89

13.22
±11.10

13.46
±11.03

13.11
±11.17

13.38
±10.60

13.29
±10.36

13.67
±10.71

13.60
±10.35

Rouge-L 22.75
±10.71

23.03
±10.45

23.16
±10.96

23.52
±11.10

23.39
±10.76

23.46
±11.24

23.37
±11.30

23.94
±10.72

23.83
±11.71

BERTScore 73.26
±4.56

73.39
±4.49

73.51
±5.03

73.78
±4.86

73.62
±5.13

73.69
±4.74

73.57
±5.01

73.84
±4.82

73.59
±5.20
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A.4 Supplementary results for Topic-centric PersonalSum

Table 3: 2-shot experimental results of different LLMs on Topic-centric PersonalSum. Best results
are on bold and the second best results are underlined.

Models Metrics Generic Direct Entity Plot Position Entity+Plot Entity+Position Plot+Position All

GPT-3.5
Turbo

Rouge-1 37.14
±14.02

39.16
±14.13

39.21
±14.36

39.42
±15.09

39.37
±14.18

38.78
±14.36

39.90
±14.42

39.30
±14.01

39.07
±14.46

Rouge-2 16.43
±12.06

17.58
±12.30

17.94
±12.78

18.15
±12.84

17.94
±12.42

17.86
±12.43

18.81
±12.75

18.22
±12.33

17.61
±12.35

Rouge-L 26.43
±12.30

27.23
±12.20

27.72
±12.86

28.03
±13.26

27.70
±12.40

27.27
±12.37

28.06
±12.56

28.12
±12.67

27.50
±12.54

BERTScore 74.84
±5.13

75.57
±5.20

75.60
±5.38

75.59
±5.59

75.66
±5.25

75.51
±5.30

75.75
±5.37

75.73
±5.13

75.54
±5.32

Gemini
1.0 Pro

Rouge-1 35.46
±12.84

36.48
±12.96

36.30
±13.25

35.26
±14.32

35.14
±14.53

36.46
±14.10

36.32
±13.54

36.18
±13.86

36.33
±13.81

Rouge-2 14.52
±11.02

14.74
±10.41

15.04
±10.35

13.89
±10.46

14.24
±10.93

15.19
±11.26

14.99
±11.38

15.11
±11.22

15.06
±11.11

Rouge-L 24.88
±11.16

25.74
±11.59

25.73
±11.17

24.54
±12.20

24.63
±11.95

25.88
±12.56

25.75
±12.17

25.59
±12.42

25.76
±11.89

BERTScore 74.45
±4.95

74.82
±4.98

74.66
±5.20

74.32
±5.61

73.85
±6.41

74.85
±5.49

74.72
±5.44

74.60
±5.54

74.76
±5.11

NorwAI-
Mixtral-
8x7B-

instruct

Rouge-1 32.80
±11.98

33.87
±12.14

33.20
±11.85

33.23
±13.19

33.65
±12.49

33.19
±12.57

34.32
±12.90

33.58
±12.71

33.34
±13.17

Rouge-2 12.29
±9.47

13.28
±9.55

12.61
±8.87

13.07
±9.92

13.04
±9.65

12.92
±9.68

13.82
±10.22

12.66
±9.31

13.35
±10.21

Rouge-L 22.66
±10.26

23.62
±10.26

22.68
±9.24

23.01
±10.78

23.45
±10.17

22.96
±10.18

23.93
±10.97

23.23
±10.14

23.32
±10.82

BERTScore 73.15
±4.57

73.77
±4.52

73.63
±4.41

73.73
±4.75

73.60
±4.51

73.69
±4.72

74.13
±4.80

73.60
±4.72

73.72
±4.80

Meta-
Llama3-

70B-
Instruct

Rouge-1 35.98
±13.02

17.86
±14.97

16.73
±13.82

17.88
±16.50

18.30
±16.23

17.86
±15.96

16.60
±14.99

18.61
±16.45

18.05
±15.80

Rouge-2 14.15
±10.29

7.20
±8.88

6.74
±8.00

7.33
±9.36

7.54
±9.61

7.43
±8.98

6.48
±8.24

7.66
±9.41

7.29
±9.30

Rouge-L 24.25
±10.21

13.56
±10.86

12.87
±9.97

13.17
±11.67

13.49
±11.60

13.43
±11.35

12.52
±10.95

13.69
±11.63

13.33
±11.28

BERTScore 74.10
±4.99

71.03
±4.62

69.93
±5.09

70.05
±6.50

70.48
±5.75

70.31
±6.11

69.78
±6.10

70.59
±5.64

70.03
±6.10

A.5 Error Case Analysis on PersonalSum

Figure 6 shows the improvements for each worker using personalized prompt methods compared to
prompting for generating generic summaries. We can observe that some workers, such as workers 3
and 12, show significant improvements with personalized prompting, while others, such as workers
1 and 19, exhibit the opposite trend. To understand the reason for the performance degradation,
we selected a case from worker 1 for analysis, as shown in Figure 9. We found that the current
article lacks entities related to the worker’s previous annotations, and the position information also
differs. However, the worker is interested in the storyline and event cause, which has been captured
by GPT-3.5-Turbo. The worker’s interest is concentrated at the beginning of the article, while the
generated summary covers most of it. This issue also appears in other error cases, making it difficult
to capture the user’s historical interests. One reason is that users cannot choose the articles they want
to annotate. This limitation motivated our design to collect Topic-centric PersonalSum.

A.6 Statistics for Topic-centric PersonalSum

Topic-centric PersonalSum includes a total of 276 personalized summaries from 72 news articles
annotated by 14 distinct Amazon Turkers. Specifically, Figure 7 shows the basic statistics of annota-
tors, news articles and summaries for Topic-centric PersonalSum. Figure 8 shows the distributions
of sources and average word counts per summary for machine-generated and human-annotated
personalized summaries in Topic-centric PersonalSum.
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Table 4: 10-shot experimental results of different LLMs on Topic-centric PersonalSum. Best results
are on bold and the second best results are underlined.

Models Metrics Generic Direct Entity Plot Position Entity+Plot Entity+Position Plot+Position All

GPT-3.5
Turbo

Rouge-1 37.36
±14.06

37.74
±14.30

37.99
±13.87

37.96
±15.51

38.39
±13.85

37.53
±15.69

36.80
±15.29

38.89
±13.94

38.68
±14.23

Rouge-2 16.70
±11.91

17.25
±12.46

17.65
±11.69

17.68
±12.37

17.58
±11.60

17.57
±12.83

17.71
±12.77

18.01
±11.58

17.97
±12.27

Rouge-L 26.67
±12.26

27.19
±13.10

27.09
±12.25

26.72
±12.86

27.18
±12.16

26.89
±13.30

27.48
±13.85

27.63
±11.86

28.07
±12.60

BERTScore 74.90
±5.12

75.17
±5.26

75.09
±5.04

74.93
±5.64

75.16
±5.42

75.31
±5.30

75.20
±5.25

75.50
±4.91

75.57
±5.02

Gemini
1.0 Pro

Rouge-1 35.94
±12.65

37.45
±14.01

38.44
±13.10

37.08
±14.43

37.52
±13.50

37.32
±13.88

36.89
±13.53

37.14
±14.27

37.90
±13.51

Rouge-2 14.60
±10.45

16.05
±11.57

16.33
±10.77

15.52
±11.36

16.16
±11.27

16.20
±11.33

15.76
±10.93

16.51
±12.30

16.24
±11.37

Rouge-L 24.87
±10.85

26.76
±12.67

26.55
±11.49

25.85
±12.08

26.24
±12.43

26.27
±12.72

26.12
±12.25

26.91
±13.47

26.40
±12.13

BERTScore 74.74
±4.96

74.97
±5.20

75.04
±4.99

74.65
±5.63

74.92
±5.19

74.79
±5.52

74.76
±5.16

75.14
±5.64

75.18
±5.24

NorwAI-
Mixtral-
8x7B-

instruct

Rouge-1 34.00
±12.94

35.78
±13.36

34.93
±13.58

34.81
±13.53

35.15
±13.05

36.00
±13.94

35.03
±13.90

34.96
±13.48

35.14
±13.64

Rouge-2 13.33
±9.96

15.13
±9.80

14.28
±10.30

14.17
±10.21

14.41
±9.76

15.50
±10.54

14.39
±10.96

14.67
±10.19

14.51
±10.43

Rouge-L 23.93
±10.85

24.91
±10.57

24.78
±11.14

24.22
±10.93

24.44
±10.42

25.38
±11.46

24.78
±11.72

24.64
±11.13

24.96
±11.33

BERTScore 73.63
±4.86

74.38
±4.93

74.11
±4.89

74.19
±5.03

74.30
±5.03

74.43
±5.16

74.29
±5.27

74.24
±5.11

74.23
±5.07

Table 5: Entailment scores of different LLMs on PersonalSum. Best results are on bold.

Models Generic Direct Entity Plot Position Entity+Plot Entity+Position Plot+Position All

PersonalSum Dataset

2-shot

GPT-3.5 Turbo 94.91 94.22 95.10 94.81 94.03 94.61 94.81 95.69 93.24

Gemini 1.0 Pro 90.04 90.26 91.56 90.15 86.47 90.80 88.64 87.77 89.07

NorwAI-Mixtral 93.14 95.00 97.16 96.87 95.40 97.26 96.47 96.57 95.10

5-shot

GPT-3.5 Turbo 95.17 94.07 96.05 94.95 95.17 96.05 94.07 94.95 94.95

Gemini 1.0 Pro 90.80 90.68 91.02 88.96 90.26 88.64 90.15 89.61 89.61

NorwAI-Mixtral 93.70 94.33 96.53 96.22 96.53 97.37 96.01 97.58 96.11

10-shot

GPT-3.5 Turbo 94.39 95.01 95.51 96.01 94.89 94.01 95.76 95.76 95.14

Gemini 1.0 Pro 88.16 92.52 92.64 91.77 91.90 93.52 91.65 92.39 93.76

NorwAI-Mixtral 94.28 95.08 97.83 96.00 95.64 96.80 97.48 96.22 97.14

Topic-centric PersonalSum Dataset

2-shot

GPT-3.5 Turbo 91.50 92.71 88.66 90.69 92.31 89.88 90.28 93.12 91.90

Gemini 1.0 Pro 95.15 92.07 91.19 92.51 89.43 92.07 92.95 87.22 92.51

NorwAI-Mixtral 90.28 93.93 96.76 97.98 94.74 95.14 94.33 98.38 95.95

5-shot

GPT-3.5 Turbo 91.94 93.84 92.89 91.00 91.00 95.73 93.35 91.47 92.42

Gemini 1.0 Pro 93.84 92.89 91.47 93.36 94.79 94.79 93.84 92.89 90.05

NorwAI-Mixtral 91.24 95.39 95.85 94.47 94.01 96.77 94.93 96.31 94.93

10-shot

GPT-3.5 Turbo 91.30 95.03 93.17 96.27 93.79 92.55 94.41 95.03 93.79

Gemini 1.0 Pro 94.70 91.39 93.38 94.70 91.39 94.04 90.73 88.74 88.74

NorwAI-Mixtral 93.60 90.12 97.09 93.60 94.77 95.35 96.51 94.19 97.09
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Figure 6: Violin plot showing improvements in the ROUGE-1 score from personalized prompting
compared to generic summaries using GPT-3.5 Turbo for each worker. The X-axis represents worker
IDs, and the Y-axis represents the ROUGE-1 score improvements for PersonalSum dataset.

Figure 7: Statistics of the annotators, news articles and summaries for Topic-centric PersonalSum.

Figure 8: (a) The distribution of sources of machine-generated summaries and human-annotated
personalized summaries in the Topic-centric PersonalSum. (b) The distribution of average words per
machine-generated summary and human-annotated summary in the Topic-centric PersonalSum.
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Figure 9: The blue box shows the entity, plot, and position factors extracted from the user’s five
most recent annotation histories. The green box displays the user’s current annotation summary, the
corresponding extracted factors, and a generated result from GPT-3.5-Turbo with the plot factor. The
yellow box shows part of the plot components extracted by GPT-4o related to the generated summary
and the worker’s annotated summary. (The corresponding English translation is in brackets.)
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Figure 10: Instructions for the human evaluation of personalized summaries generated by LLMs.

B Datasheets for PersonalSum dataset

B.1 Motivation

For what purpose was the dataset created? Was there a specific task in mind? Was there a specific
gap that needed to be filled? Please provide a description.
The dataset was created to introduce a personalized summarization dataset for benchmarking and
evaluating existing LLMs. Unlike prior open-source summarization datasets, PersonalSum focuses
on collecting personalized summaries from public perspectives. It includes various attributes such
as sources, multiple document-grounded question answers for each article, and human-corrected
machine-generated generic summaries. These features are critical for advancing the field of personal-
ized generation tasks using LLMs.

Who created the dataset (e.g., which team, research group) and on behalf of which entity (e.g.,
company, institution, organization)?
The dataset was created by Lemei Zhang, Peng Liu, Marcus Tiedemann Oekland Henriksboe, Even W.
Lauvrak, Jon Atle Gulla, and Heri Ramampiaro at Norwegian University of Science and Technology.

Who funded the creation of the dataset? If there is an associated grant, please provide the name of
the grantor and the grant name and number.
PersonalSum project has been funded by the SFI NorwAI, (Centre for Research-based Innovation,
309834), the Research Council of Norway and the partners of the SFI NorwAI.
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Any other comments?
None.

B.2 Composition

What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and
interactions between them; nodes and edges)? Please provide a description.
The instances are Norwegian news articles which include different attributes:

• Human-corrected machine-generated summary with source;

• Personalized summaries annotated by distinct annotators with source;

• Multiples question answer pairs with source.

How many instances are there in total (of each type, if appropriate)?
It contains 1099 personalized summaries from 441 news articles annotated by 39 distinct Amazon
Turkers (See Section 3.2) in original PersonalSum, and 276 personalized summaries for 72 article in
Topic-centric PersonalSum (See Section 5).

Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the
sample representative of the larger set (e.g., geographic coverage)? If so, please describe how
this representativeness was validated/verified. If it is not representative of the larger set, please
describe why not (e.g., to cover a more diverse range of instances, because instances were withheld
or unavailable).
The dataset is a sample of instances. It is intended to be a random sample of Norwegian news
articles from 10 different news categories. The annotators of personalized summaries are carefully
selected through qualification tests to ensure that they cover different age groups and are with
different backgrounds. During the annotation process, we specifically targeted annotators from
underrepresented age groups based on age distribution. However, due to the scarcity of annotators in
the Norwegian market and the stringent quality control of the annotated summaries, the final group of
annotators was not evenly distributed. Nonetheless, according to statistics of the proposed dataset
in Section 3.2 and Section 5, the annotators covered the age range of 18-44 years from the general
public.

What data does each instance consist of? “Raw” data (e.g., unprocessed text or images) or features?
In either case, please provide a description.
Each instance consists of the textual news content associated with category, machine-generated
summary with annotated source, personalized summaries with annotated sources, and multiple
document-grounded question answer pairs with annotated sources. All labeled data passes predefined
quality control rules described in Section 3.1.

Is there a label or target associated with each instance? If so, please provide a description.
Yes. For document-grounded question answering, the label is the annotated free-form textual response
to the question based on the context of the input news article. For personalized summarization, the
label is the annotated free-form textual summary of the input news article provided by a specific
annotator. For the explainable generation task, the label consists of sentences from the news article
that are associated with the generated summary or the answer to a question related to the news article.

Is any information missing from individual instances? If so, please provide a description, ex-
plaining why this information is missing (e.g., because it was unavailable). This does not include
intentionally removed information, but might include, e.g., redacted text.
A few annotators chose not to disclose their age range; thus, this attribute is recorded as "prefer not to
say" due to privacy protection purpose.

Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)? s made explicit (e.g., users’ movie ratings, social network links)? If so, please
describe how these relationships are made explicit.
Each annotators have at least three summaries for different news articles. Thus, annotators’ historical
records can be extracted.
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Are there recommended data splits (e.g., training, development/validation, testing)? If so, please
provide a description of these splits, explaining the rationale behind them.
No. Given the limited data volume, we employed the entire dataset for in-context learning.

Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a
description.
The dataset includes crowdsourced input from a low-resource language group, making quality control
challenging. We cannot filter annotators based on their successful annotation rate, as this would limit
the pool and reduce data diversity. To address this, we iteratively monitor quality through manual
inspection and LLM assistance. Despite these efforts, we cannot ensure the data is entirely error-free
due to its subjective nature. For example, some annotators provided only partial sources associated
with their annotated summaries, but we consider these valid if they contain the main information of
the summary.

Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)? If it links to or relies on external resources, a) are there guarantees
that they will exist, and remain constant, over time; b) are there official archival versions of the
complete dataset (i.e., including the external resources as they existed at the time the dataset was
created); c) are there any restrictions (e.g., licenses, fees) associated with any of the external resources
that might apply to a dataset consumer? Please provide descriptions of all external resources and any
restrictions associated with them, as well as links or other access points, as appropriate.
The dataset is entirely self-contained.

Does the dataset contain data that might be considered confidential (e.g., data that is protected
by legal privilege or by doctor–patient confidentiality, data that includes the content of individ-
uals’ nonpublic communications)? If so, please provide a description.
Some news articles contain copyright information but have been authorized by the copyright holder.
The dataset is used solely for research purposes under the CC BY-NC 4.0 license.

Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening,
or might otherwise cause anxiety? If so, please describe why.
Age and gender information of the annotators were collected for statistical analysis but are not
included in the dataset, eliminating the risk of privacy leakage. User IDs are anonymized to prevent
the identification of specific individuals.

Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please describe how
these subpopulations are identified and provide a description of their respective distributions within
the dataset.
No.

Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset? If so, please describe how.
Some personal information is retained as described in previous questions. However, since this dataset
is dedicated to collecting users’ personalized focus for given news articles, we anonymize user IDs to
ensure that specific users cannot be identified.

Does the dataset contain data that might be considered sensitive in anyway (e.g., data that
reveals race or ethnic origins, sexual orientations, religious beliefs, political opinions or union
memberships, or locations; financial or health data; biometric or genetic data; forms of
government identification, such as social security numbers; criminal history)? If so, please
provide a description.
No.

Any other comments?
No.

B.3 Collection Process

How was the data associated with each instance acquired? Was the data directly observable (e.g.,
raw text, movie ratings), reported by subjects (e.g., survey responses), or indirectly inferred/derived
from other data (e.g., part-of-speech tags, model-based guesses for age or language)? If the data was
reported by subjects or indirectly inferred/derived from other data, was the data validated/verified? If
so, please describe how.
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Some news articles contain copyright information from our partner Schibsted4. The use and release
of the dataset have been approved by the data provider.

What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses
or sensors, manual human curation, software programs, software APIs)? How were these
mechanisms or procedures validated?
The news articles are shared by data providers. Personalized summaries are collected via Amazon
Turk. Other annotations including corrected generic summaries and document-grounded QA pairs
are collected via recruited colleague students and OpenAI gpt-45.

If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic,
probabilistic with specific sampling probabilities)?
The sample of instances collected is Norwegian news articles provided by media companies. The
sample is arbitrarily selected from 10 news categories including 465 samples.

Who was involved in the data collection process (e.g., students, crowdworkers, contractors) and
how were they compensated (e.g., how much were crowdworkers paid)?
The collection process involves three stages detailed in Section 3.1. In the first stage, we recruited 3
colleague students from the department of computer science at Norwegian University of Science and
Technology. They are compensated 230 NOK (approx. $21,75 USD) per hour. In the second stage,
the annotators are crowdworkers recruited from Amazon Turk, who are compensated $6 USD per
approved HIT, reflecting an hourly rate of $18 USD.

Over what timeframe was the data collected? Does this timeframe match the creation timeframe of
the data associated with the instances (e.g., recent crawl of old news articles)? If not, please describe
the timeframe in which the data associated with the instances was created.
The data in the first stage was collected from August 2023 to December 2023, while the second and
third stages were iteratively conducted from January 2024 to April 2024.

Were any ethical review processes conducted (e.g., by an institutional review board)? If so,
please provide a description of these review processes, including the outcomes, as well as a link or
other access point to any supporting documentation.
Not applicable to this project.

Does the dataset relate to people? If not, you may skip the remaining questions in this section.
Yes.

Did you collect the data from the individuals in question directly, or obtain it via third parties
or other sources (e.g., websites)?
In the first stage, data collection involved revising machine-generated summaries and adding sources,
accomplished by directly engaging recruited 3 college students. In the second phase, data was
collected via Amazon Turk, a crowdsourcing platform.

Were the individuals in question notified about the data collection? If so, please describe (or
show with screenshots or other information) how notice was provided, and provide a link or other
access point to, or otherwise reproduce, the exact language of the notification itself.
Yes. In the first stage, the data is collected through a self-developed platform shown in Figure 11,
while in the second stage, the data is collected using Amazon Turk shown in Figure 12 with the code
available on our GitHub repo6.

Did the individuals in question consent to the collection and use of their data? If so, please
describe (or show with screenshots or other information) how consent was requested and provided,
and provide a link or other access point to, or otherwise reproduce, the exact language to which the
individuals consented.
The sensitive data is only used for statistics, and Amazon Turk is a crowdsourcing platform for data
collection.

If consent was obtained, were the consenting individuals provided with a mechanism to revoke
their consent in the future or for certain uses? If so, please provide a description, as well as a link

4https://schibsted.com/
5https://openai.com/api/pricing/
6https://github.com/SmartmediaAI/PersonalSum
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Figure 11: Data annotation platform used in stage 1.

Figure 12: An example of the HIT on Amazon Turk.
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or other access point to the mechanism (if appropriate).
N/A

Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a data
protection impact analysis) been conducted? If so, please provide a description of this analysis,
including the outcomes, as well as a link or other access point to any supporting documentation.
N/A

B.4 Preprocessing / cleaning / labeling

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)? If so, please provide a description. If not, you may skip the remaining questions
in this section.
Instances that did not pass quality control (See Section 3.1) were removed. Annotators and records
with fewer than three valid annotations were excluded. Besides, we encrypted the worker ids to
protect privacy.

Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support
unanticipated future uses)? If so, please provide a link or other access point to the “raw” data.
The dataset itself contains all the raw data. The sensitive data won’t be shared.

Is the software that was used to preprocess/clean/label the data available? If so, please provide a
link or other access point.
The code for quality control is available on Github.

Any other comments?
None.

B.5 Uses

Has the dataset been used for any tasks already? If so, please provide a description.
Only this paper at the time of publication.

Is there a repository that links to any or all papers or systems that use the dataset? If so, please
provide a link or other access point.
N/A

What (other) tasks could the dataset be used for?
The rich properties of PersonalSum enable its use in various applications, such as evaluating the
explainability and factuality of document-grounded question-answering systems and news summa-
rization models, exploring information extraction characteristics, and uncovering public interests.
It also facilitates comparative analyses of machine-generated and manually annotated summaries,
showcasing the dataset’s versatility and potential to advance research.

Is there anything about the composition of the dataset or the way it was collected and prepro-
cessed/cleaned/labeled that might impact future uses? For example, is there anything that a dataset
consumer might need to know to avoid uses that could result in unfair treatment of individuals or
groups (e.g., stereotyping, quality of service issues) or other risks or harms (e.g., legal risks, financial
harms)? If so, please provide a description. Is there anything a dataset consumer could do to mitigate
these risks or harms?
The dataset can be used for research only. Please do not use it for any commercial purpose.

Are there tasks for which the dataset should not be used? If so, please provide a description.
No.

B.6 Distribution

Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created? If so, please provide a description.
Yes. The dataset is publicly available on the internet.
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How will the dataset be distributed (e.g., tarball on website, API, GitHub)? Does the dataset
have a digital object identifier (DOI)?
The dataset is available both on GitHub https://github.com/SmartmediaAI/PersonalSum and
Huggingface https://huggingface.co/datasets/PersonalLab/PersonalSum. The dataset
does not have a DOI, and there is no other redundant archive.

When will the dataset be distributed? The dataset was first released in June 2024.

Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)? If so, please describe this license and/or ToU, and
provide a link or other access point to, or otherwise reproduce, any relevant licensing terms or ToU,
as well as any fees associated with these restrictions.
The license of this dataset is cc-by-nc-4.0. And there is a request to cite the corresponding paper if
the dataset is used.

Have any third parties imposed IP-based or other restrictions on the data associated with
the instances? If so, please describe these restrictions, and provide a link or other access point
to, or otherwise reproduce, any relevant licensing terms, as well as any fees associated with these
restrictions.
No.

Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances? If so, please describe these restrictions, and provide a link or other
Unknown to authors of the datasheet.

B.7 Maintenance

Who will be supporting/hosting/maintaining the dataset?
Lemei Zhang and Peng Liu are supporting/maintaining the dataset.

How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
The curators of the dataset, Lemei Zhang and Peng Liu, can be contacted at https://www.ntnu.
edu/employees/lemei.zhang and https://www.ntnu.edu/employees/penl, respectively.

Is there an erratum? If so, please provide a link or other access point.
Not for now. Any further updates will be uploaded to our GitHub repo and Huggingface.

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?
If so, please describe how often, by whom, and how updates will be communicated to dataset
consumers (e.g., mailing list, GitHub)?
This will be posted on the dataset repo.

If the dataset relates to people, are there applicable limits on the retention of the data associated
with the instances (e.g., were the individuals in question told that their data would be retained
for a fixed period of time and then deleted)? If so, please describe these limits and explain how
they will be enforced.
Not applicable.

Will older versions of the dataset continue to be supported/hosted/maintained? If so, please
describe how. If not, please describe how its obsolescence will be communicated to dataset consumers.
Not applicable.

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so? If so, please provide a description. Will these contributions be validated/verified? If
so, please describe how. If not, why not? Is there a process for communicating/distributing these
contributions to dataset consumers? If so, please provide a description.
Please contact the builder of the dataset, cite the paper and follow the license.

Any other comments?
No.
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C Responsibility Statement

The authors of PersonalSum bear all responsibility in case of any violation of rights or any other
legal issues that arise from the use of this dataset. The information provided in the paper and the
supplementary material is truthful and accurate. The authors have taken all possible measures to
ensure the respect of privacy and ethical guidelines in the construction of this dataset.
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