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Abstract

Forecasting a typical object’s future motion is a critical task for interpreting and
interacting with dynamic environments in computer vision. Event-based sensors,
which could capture changes in the scene with exceptional temporal granularity,
may potentially offer a unique opportunity to predict future motion with a level of
detail and precision previously unachievable. Inspired by that, we propose to inte-
grate the strong learning capacity of the video diffusion model with the rich motion
information of an event camera as a motion simulation framework. Specifically,
we initially employ pre-trained stable video diffusion models to adapt the event
sequence dataset. This process facilitates the transfer of extensive knowledge from
RGB videos to an event-centric domain. Moreover, we introduce an alignment
mechanism that utilizes reinforcement learning techniques to enhance the reverse
generation trajectory of the diffusion model, ensuring improved performance and
accuracy. Through extensive testing and validation, we demonstrate the effec-
tiveness of our method in various complex scenarios, showcasing its potential to
revolutionize motion flow prediction in computer vision applications such as au-
tonomous vehicle guidance, robotic navigation, and interactive media. Our findings
suggest a promising direction for future research in enhancing the interpretative
power and predictive accuracy of computer vision systems. The source code is
publicly available at https://github.com/p4r4mount/E-Motion.

1 Introduction

Accurately capturing and interpreting dynamic scenes under fluctuating motion and illumination
conditions remains an enduring challenge in computer vision [27, 33]. This challenge is particularly
pronounced in real-world settings, where subtle variations can dramatically affect the perception
and analysis of future motion [60, 11]. Traditional imaging modalities often struggle to capture
these nuances, leading to a gap in accurately modeling and predicting motion flow in complex visual
environments.

The rapid advancements in deep learning have catalyzed transformative developments in computer
vision, particularly in the generative models [45, 16, 18, 25, 46, 48, 49]. Video diffusion models [1,
19, 32, 10, 2], which stand at the forefront of these innovations, leverage stochastic diffusion processes
to generate, restore, and accurately manipulate video content. These models, emblematic of the state-
of-the-art in temporal data processing, offer refined capabilities for complex video-based tasks [5, 39],
underscoring the significant strides made in understanding and interpreting dynamic visual scenes.
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Figure 1: Illustration that the exceptional temporal resolution afforded by event cameras, alongside
their distinctive event-driven sensing paradigm, presents a significant opportunity for advancing the
precision in predicting future motion trajectories.

Coming into the high temporal resolution field, event data stands as a revolutionary sensing ap-
proach [37, 12, 53] that significantly mitigates this gap and consistently captures even very subtle
fluctuations. Such strong capacity comes from the unique sensing pattern of the event camera, which
asynchronously measures the intensity variation in high temporal resolution. It allows for the precise
detection of miniature illumination changes, providing a rich, granular record that traditional cameras
simply cannot offer [67, 68, 7].

To enable the video diffusion model to completely and correctly learn concise motion information
for the estimation of potential future movement, integrating it with event data to realize an event
sequence generation model is a potential solution that may inject high-frequency motion information
into the video diffusion model. This paper delves into the symbiosis of video diffusion models
and high-temporal-resolution event data, exploring its potential to redefine motion forecasting in
computer vision. We commence by delineating the landscape of video diffusion models and the
mechanics of event-based sensing, elucidating their complementary strengths. Subsequently, we
introduce a novel framework that amalgamates these technologies, aiming to augment the precision
of motion flow predictions. Through comprehensive experimentation, we validate the effectiveness
of our methodology, demonstrating its superior performance across diverse scenarios. Our findings
illuminate the path forward, showcasing the integration of video diffusion models with event data as
a robust, innovative solution for capturing and interpreting the complexities of dynamic scenes with
unparalleled detail and accuracy.

In summary, the contribution of this paper lies in the following three parts:

• we make the first attempt to integrate event-sequences with a video diffusion model, resulting
in an event-sequence diffusion model, which could potentially estimate future object motion,
given by a certain event prompt;

• we propose to align the pre-trained event-sequence diffusion model with the real-world
motion via a reinforcement learning process, which stabilizes the results generated by the
diffusion model and makes them more closely resemble real motion.

• we integrate a test-time prompt augmentation method to make use of high temporal resolution
event sequence prompt to enhance the generation performance.

2 Related Work

2.1 Event-based Vision

Event-based vision represents a paradigm shift from traditional frame-based imaging, offering a
dynamic and highly granular approach to capturing visual information. Unlike conventional cameras
that record static frames at fixed intervals, the event-based sensor (developed by Lichtsteiner et
al. [28] and further elaborated by Posch et al. [36]) asynchronously records intensity changes per
pixel and generates a signal termed an ”event” whenever the intensity surpasses a threshold, thereby
providing a continuous stream of data that reflects temporal changes with remarkable precision. This
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method is particularly effective in environments with rapid motion or varying illumination, where
traditional cameras suffer from motion blur and latency issues.

Recent advancements in this field have focused on leveraging the high temporal resolution of
event data for various applications, including high-speed tracking [57, 30, 65], dynamic scene
reconstruction [43, 23, 69], and optical flow estimation [44, 9, 22]. Works by Gallego et al. [31]
and Rebecq et al. [38] have been instrumental in demonstrating the utility of event-based data in
reconstructing high-speed phenomena and enhancing motion analysis, setting a solid foundation for
our research.

2.2 Multimodal Diffusion Models

Generative diffusion models, introduced by Sohl-Dickstein et al. [45], represent a class of probabilistic
generative models that simulate the gradual transformation of data from a complex distribution into a
simpler, typically Gaussian distribution, and vice versa. [8, 25, 61, 4]. This process, characterized
by a series of forward and reverse diffusion steps, has been applied successfully to a range of
tasks, including image synthesis [20, 34], restoration [29, 21], and, more recently, temporal data
manipulation [32, 15].

The application of diffusion models to video data, as explored by Ho et al. [19] and extended by
others, marks a significant advancement in the field, offering new pathways for the generation and
manipulation of dynamic scenes. These models have shown exceptional promise in capturing the
temporal continuity and complexity inherent in video data, providing a robust framework for tasks
such as video prediction and temporal interpolation.

In recent years, the development of multimodal diffusion technology has advanced rapidly. Re-
searchers are dedicated to applying the powerful generative capabilities of diffusion to different
modalities with unique advantages, such as optical flow and depth. Saxena et al. [40] was the first
to apply diffusion models to optical flow and depth estimation. For the characteristics of training
data, they introduced infilling, step-rolling, and L1 loss during training to mitigate distribution shifts
between training and inference. To address the lack of ground truth in datasets, they also used a large
amount of synthetic data for self-supervised pretraining, enabling the diffusion model to acquire
reliable knowledge. Chen et al. [6] utilized the motion information embedded in control signals such
as edges and depth maps to achieve more precise control over the text-to-video (T2V) process. They
used pixel residuals and optical flow to extract motion-prior information to ensure continuity in video
generation. Additionally, they proposed a first-frame generator to integrate semantic information
from text and images.

Despite the extensive body of research within the domain of temporal analysis, it is important
to acknowledge that the majority of these studies focus primarily on the domain of RGB images
and videos. As previously discussed, the superior temporal resolution offered by event data holds
significant potential for enhancing the alignment process. Consequently, it is imperative to undertake
a thorough investigation into the application and adaptation of existing pre-trained diffusion models
to the realm of event data.

3 Preliminary

Diffusion Models are a class of generative models that simulate the gradual transformation of data
from a complex, high-dimensional distribution to a simpler, typically Gaussian distribution through
a process known as forward diffusion [48, 18, 46, 47]. Conversely, the reverse diffusion process
aims to reconstruct the original data distribution from the simpler one. This mechanism is inspired
by thermodynamic processes and has been increasingly applied in the field of deep learning for
generating high-quality, diverse samples from complex distributions.

The mathematical foundation of diffusion models is rooted in stochastic differential equations (SDEs),
which describe the forward and reverse diffusion processes. By score-based formulation [48], the
forward process of diffusion model acts as

dx = f(x, t)dt+ g(t)dw, (1)

where x ∈ Rn indicates the state of reconstructed signal, w ∈ Rn represents a standard Wiener
process (g(t)dw ∼ N (0, g(t)2Idw)), f(·, t) : Rn → Rn and g(·) : R → R represent the drift and
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Figure 2: Inference workflow of the proposed method, where the left upper one indicates the random
Gaussian noise, left lower one represents the prompted event sequence. We perform τ steps forward
diffusion processing on the event prompt and substitute a portion of the diffusion input noise, followed
by T − τ Steps of conventional denoising.

diffusion coefficients, respectively. Moreover, in the evaluating phase, the reverse (inference) process
could be illustrated as iteratively performing the following ODE step:

dx = [f(x, t)− 1

2
g(t)2∇xlogp(x)]dt, (2)

where∇xlogp(x) is usually approximated by a learnable score model Sθ(x, t). Based on the theoreti-
cal formulation of stable video diffusion [1], e.g., variance exploding (VE) diffusion process [48], the
reverse process is acted as

xt−1 = xt −
xt − µθ(xt, t)

σt
(σt − σt−1), (3)

where µθ(·) is one of parametrization method of Sθ(·), which estimate the clean image from noise
latent xt ∼ N (x0, σ

2
t I).

4 Methods

The endeavor of video diffusion presents multifaceted challenges, notably the simultaneous generation
of sequences that not only manifest dynamic, convincing motion but also maintain authentic textures.
The utilization of event data, characterized by its intrinsic high temporal resolution, emerges as
a strategic solution for the precise modeling of object motion. In contrast to traditional stable
video diffusion models, which are typically initialized using a singular image or textual prompt,
our proposed methodology, designated as the Event-Sequence Diffusion Network, capitalizes on a
succinct sequence of events as its conditioning input. This novel approach is illustrated in Fig. 2.

As elaborated in Sec. 4.1, we delineate the comprehensive pre-training regimen that facilitates the
learning of object motion through the prediction of subsequent events. Nevertheless, due to the
intrinsic diversity-generating property of diffusion models, they commonly yield several distinct
samples from a single input prompt. Although these variations may each seem feasible, there is
no assurance that they align consistently with the actual dynamics of real-world motion. Thus, in
Sec. 4.2, we augment the quality of generation by incorporating an alignment process. It employs
reinforcement learning techniques to impose a structured regularization on the generative process of
the diffusion models, thereby enhancing the fidelity and coherence of the produced sequences.

4.1 Learning Motion Prior via Pretraining on Event Sequences

An initial formatting process is discussed to retain its high-temporal resolution properties effectively
and to facilitate integration with pre-existing large-scale models. Furthermore, to mitigate the
substantial computational demands associated with video diffusion models, we have implemented a
prompt sampler designed to enhance the efficiency of information encapsulation derived from event
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Algorithm 1 Motion Alignment Process

1: Input: Reference model θ′, training model θ and reward modelR(x).
2: For i = 1, ..., I do
3: Sample reference trajectory {xO|πθ′},R(xO) and Pθ′ .
4: For t = 1, ..., T do
5: Calculate Pθ based on reference trajectory {xO|πθ′}.
6: Optimizing∇θJ ′(x).
7: End for
8: θ′ ← θ.
9: End for

10: Return θ

sequence diffusion frameworks. Subsequently, we will delineate these critical aspects in a detailed
manner.

Event Representation. To leverage contemporary video diffusion models for event data generation,
we adopt a strategy where both event information and corresponding images are concurrently inputted
into the video diffusion framework, which then processes adaptively sampled outcomes. Specifically,
as illustrated in Fig. 2, for a given event denoted as E = {h,w, p, t}, we consolidate the event data
into a voxel grid representation [66], symbolized as Ē ∈ RB×H×W , where B denotes the number
of time bins. In order to utilize the rich pre-training information from RGB frames, we set B = 3.
This approach ensures that the video diffusion model can effectively interpret and integrate the
high-dimensional event data alongside conventional image inputs, facilitating a more comprehensive
synthesis of dynamic visual content.

Pretraining. The training regimen for our proposed approach is similar with that of diffusion models
[48, 24]. This methodology involves estimating the clean image from perturbed samples, as

Lpre = Et{λ(t)Ex0Ext|x0 [∥x0 − µθ(xt, t)∥22]}, (4)

where λ(t) denotes a weighting function, parameterized as σ2
t+σ2

data

(σt+σdata)2
During training, we randomly

select a set of intermediate states Xt and apply regularization techniques to guide them towards
the accurate estimation of the underlying noise component ϵ. Moreover, to make the diffusion
network adaptively capture the object motion with different time windows, in the training process we
randomly augment the diffusion network with the voxel from different time ranges. (Please refer to
the Appendix Sec. A for more details)

High-temporal Resolution Guided Sampling. Owing to the unique operational mechanism of
event cameras, which detect changes in intensity rather than capturing static images, the clarity and
definition of recorded objects can significantly diminish if the chosen temporal window is either too
brief or excessively prolonged, especially when we only feed one prompt, like a standard stable video
diffusion network. This characteristic often results in blurred or indistinct imagery when the temporal
resolution does not align optimally with the scene’s dynamics.

Inspired by the recent advancement of guided sampling [35], we propose to aggregate multiple high-
temporal resolution event frames as a test-time prompt. Specifically, as illustrated in Fig. 2, during
the inference process, we feed s > 1 frames instead of a single frame as prompt Xpm

0 ∈ Rs×h×w×3.
For the step T , both Xpm

T and Xrc
T are initialized with the random Gaussian noise. However, for

the step t < τ , we set Xpm
t−1 ← Xpm

0 + σtϵ, Subsequently, the noised event prompt Xpm
t−1 replaces

the first s random noises in the noise tensor Xrc
t , providing motion priors for the denoising process.

(Please refer to the Appendix Algorithm 2 for more details)

4.2 Motion Alignment via Reinforcement Learning

Given the inherent challenges in precisely tailoring diffusion models to fit the entirety of the training
data, particularly when considering the disparity between the model’s size and the volume of the
dataset, it is pragmatic to direct potential losses towards regions less perceptible to end-users or higher-
level algorithms. Furthermore, the multi-step nature of the diffusion generation process renders the
simultaneous training of the entire pipeline nearly unfeasible. To address this, we employ a strategy
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of reinforced optimization, conceptualizing the generation process as a Markov chain. This approach
underscores the importance of guiding the diffusion process to yield results of superior quality,
thereby optimizing the model’s performance while accommodating its structural and computational
complexities. Optimizing such a diffusion model starts with the following equations:

max
θ
J =

∫
Pθ(x)

R(x)dx, (5)

where Pθ(x) indicates the distribution of reconstructed samples under the model weight θ. Although
the diffusion model is a probabilistic model, its weights are generally deterministic. [46] The
randomness generally comes from Gaussian sampling. Thus, we adopt the same measurement as [64]

to utilize the Gaussian density functionN (xt|µt, σ) ∼ 1
σ
√
2π

e−
(xt−µ(xt,t))

2

2σ2 to measure the Pθ(x) of
a given sample xt, where µ(·) indicates the estimated clean latent without adding random noise. We
then adopt the policy gradient descent method, i.e., PPO [41, 42], to optimize the alignment process
of these diffusion models. The policy gradient descent optimization process is formulated as follows:

∇θJ ′(x) = −
∑ ∇θPθ

Pθ′
R(xO) + λ∇θKL(Pθ′ |Pθ), (6)

where KL(·|·) indicates the KL-divergence between two distributions. The training process is shown
as Algorithm 1. Note that due to the huge GPU memory and time consumption of the video diffusion
process, we distribute the data generation and network training on different GPUs. Please refer
to Sec.5 Settings for more details.

Modeling of Reward. To measure the quality of the reconstructed event frame, we utilize the FVD
and SSIM as the rewardR(·) to guide the training process of reinforcement alignment. Moreover, to
remove the bias of rewards, we randomly generate M samples given one prompt, forming a pair of
samples.

5 Experiments
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Figure 3: Qualitative comparison between SOTA methods. The first row of each sequence represents
the ground truth of the event sequence. The second and third rows respectively depict the results of
future event estimation by SimVP [14] and TAU [50]. The final row represents the results obtained
by our method. The complete sequence is shown in Fig.9.

Dataset. In our study, we utilize two large-scale event datasets, i.e., VisEvent [55] and EventVOT
dataset [56]. The VisEvent dataset encompasses a wide variety of scenes, including 820 RGB-Event
video pairs and 371,128 RGB frames. Moreover, it was captured by the DAVIS346 camera [3],
with resolutions of 346 × 260 for RGB and events. It addresses diverse environmental conditions
and includes 17 distinct attributes such as camera motion, low illumination, and background clutter,
facilitating detailed performance analysis under various challenging scenarios.

The EventVOT dataset provides 1,141 high-definition videos with 569,359 frames, making it the
largest dataset in this domain. It features a resolution of 1280× 720, encompassing 19 diverse classes
of target objects. Compared to earlier datasets such as VOT-DVS, TD-DVS, and Ulster from 2016,
and more recent ones like FE108 and COESOT, EventVOT offers an unprecedented scale and variety,
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(a) Rotating Umbrella.
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(b) Falling Balloon.
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(c) Poor exposure: The car driving out of the tunnel.
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(d) Occlusion: A person walking to shadow.

Figure 4: More visualization of our method’s prediction in various scenarios. The results of the
complete sequence along with other methods are presented in Fig. 12 and Fig. 13.

Table 1: Quantitative comparison between SOTA methods, where SVD denotes the standard stable
video diffusion network. “VID‘’ represents the video and “EVT” indicates the event data. ↑ (resp.↓)
represents the bigger (resp. lower) the better.

Methods Modal FVD ↓ MSE ↓ SSIM ↑ LPIPS ↓ mIoU ↑ aIoU ↑
PhydNet [17] VID 1602.84 0.0295 0.4299 0.6048 0.077 0.348
SimVP [13] VID 1347.57 0.0216 0.6261 0.3051 0.264 0.520
TAU [50] VID 1371.65 0.0240 0.6381 0.3026 0.264 0.529
PredRNNv2 [59] VID 1266.83 0.0176 0.5550 0.2407 0.275 0.540
SVD [1] VID 1122.54 0.0246 0.6451 0.3299 0.233 0.506

PredRNNv2 [59] EVT 1339.05 0.0306 0.6598 0.3388 0.166 0.504
SimVP [13] EVT 1242.25 0.0210 0.7961 0.3371 0.213 0.532
TAU [50] EVT 1218.03 0.0231 0.7972 0.3354 0.228 0.514
Ours EVT 1055.25 0.0170 0.7998 0.3123 0.302 0.522

including a substantial number of videos and a wide array of environmental conditions, aimed at
improving the development and evaluation of event-based visual tracking algorithms. The dataset is
meticulously annotated and divided into training (841 videos), validation (18 videos), and testing (282
videos) subsets, ensuring a comprehensive framework for robust algorithm testing and benchmarking.

Settings. All experiments are conducted on machines with 8× GeForce RTX 3090 GPUs, Intel(R)
Core(TM) i7-10700 CPU of 2.90GHz, and 64-GB RAM. In the pre-training stage, we employed
the ADAM optimizer with the exponential decay rates β1 = 0.9 and β2 = 0.999. The total training
process was 20000 iterations for both kinds of noise experiments. We initialized the learning rate as
1e-5. We set the batch size to 128 (with 8 gradient accumulation steps).

For the alignment process, due to the fact that it takes quite a lot of GPU memory to generate a
reference trajectory during the training process, we have to achieve the trajectory generation and
reinforcement alignment in a parallel and distributed manner. Specifically, we utilize 4× RTX3090s
to train reinforcement learning alignment processes. Moreover, 4× RTX3090s is utilized to generate
training trajectory data. The updating episode of the reinforcement learning process is set at 100
optimization steps. (Please refer to the Appendix for the detailed illustration of ) We also employed
the ADAM optimizer with the exponential decay rates β1 = 0.9 and β2 = 0.999. We initialized
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(a) Segmentation and flow estimation results using GT event and RGB frame.
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(b) Downstream results using our estimated events.
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(c) Downstream results using SVD estimated frames.

Figure 5: Visualization results on downstream tasks, where we show the tasks of tracking, segmenta-
tion, and flow estimation. (a) denotes the ceiling performance of settings (b) and (c).

the learning rate as 2e−6 and set the batch size to 16(with 2 gradient accumulation steps) in all
experiments.

Comparison Methods. To comprehensively evaluate the performance of the proposed method,
we compared different methods, which could be briefly divided into two categories: image-based
future frame prediction and event-based future motion prediction. For the image-based future frame
prediction, we adopt the original stable video diffusion [1] with some popular time serious forecasting
methods, e.g., PredRNN [58], SimVP [14], TAU [51]. Moreover, for future event forecasting, we
simply use stable video diffusion [1] as our baseline since other methods make it hard to achieve
desirable performance on those datasets.

Metrics. In the evaluation of our proposed model, we employ a comprehensive suite of metrics
designed to assess the quality. We incorporate the Fréchet Video Distance (FVD) [52] to evaluate the
temporal coherence and visual quality of generated video sequences against real video content. The
Mean Squared Error (MSE) serves as a fundamental metric, quantifying the average squared difference
between the estimated values and the actual values. The Structural Similarity Index Measure (SSIM)
is employed to assess the visual impact of structural information, brightness, and contrast differences
between the generated images and the ground truth. Lastly, the Learned Perceptual Image Patch
Similarity (LPIPS) [63] metric is adopted to evaluate the perceptual similarity between the generated
and real images. In addition, we apply mIoU and aIoU as metrics for the object segmentation task to
validate the feasibility of the generated events in downstream tasks.

5.1 Quantitative and Qualitative Comparison Results

The experimental outcomes are illustrated in Table 1. It is evident that by applying regularization
to event data, our methodology attains performance levels comparable to state-of-the-art (SOTA)
methods. Notably, in metrics specific to the event domain, our approach outperforms the comparative
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Table 2: Quantitative comparison between SOTA methods on object tracking. SVD denotes the
standard stable video diffusion network. “VID‘’ represents the video and “EVT” indicates the event
data. ↑ (resp.↓) represents the bigger (resp. lower) the better. Rupper denotes a comparison of task
performance with GT Event, where we average the ratio of different metrics (please refer to the
Appendix for the detailed comparisons).

Methods Modal AUC ↑ OP50 ↑ OP75 ↑ PR ↑ Rupper ↑
PredRNN [59] EVT 28.54 22.24 17.24 14.96 0.496
SimVP [13] EVT 35.10 32.41 18.87 21.74 0.640
TAU [50] EVT 34.95 31.85 20.31 24.74 0.669
Ours EVT 43.77 47.77 27.31 30.99 0.891
GT Event EVT 47.87 53.30 31.93 34.62 1.000

Table 3: Ablation Study of Pre-training Phase. All models are tested with only feeding single event
voxel frame, where ”#Prompt” indicates the number of training prompt event data, U(1, 3) indicates
to randomly select 1 to 3 frames as training prompt. ’Fine-tuning’ refers to the parameters that are
fine-tuned, ’T’ indicates the fine-tuning of all temporal attention parameters, and ’S+T’ indicates
the simultaneous fine-tuning of both spatial and temporal attention parameters. ’CLIP’ indicates
whether the CLIP features extracted have been fine-tuned for events. ’RGB’ refers to the CLIP model
pre-trained on RGB data, while ‘Event‘ indicates the CLIP model fine-tuned with event data.

#Prompt Fine-tuning CLIP FVD ↓ SSIM ↑ LPIPS ↓ mIoU ↑ aIoU ↑
U(1, 3) T RGB 1972.91 0.69513 0.3651 0.266 0.507
U(1, 3) S+T RGB 1378.92 0.78496 0.3076 0.252 0.525

1 S+T RGB 1406.24 0.78374 0.3219 0.268 0.524
1 S+T Event 1646.78 0.72779 0.3464 - -

method of SVD. The visual results, as shown in Fig. 3, demonstrate that compared to TAU, SimVP,
and other methods, our approach can predict longer durations, more precise motion, and generate
events that are more stable and closer to the ground truth.

In addition to the standard tests, we further validated our method on the BS-ERGB [54] dataset,
which was captured using a completely different event camera. As shown in Fig. 4a and Fig. 4b,
our method achieves satisfactory prediction results on this dataset, demonstrating its effectiveness.
Furthermore, we conducted experiments in extreme scenarios, with the visualization results shown
in Fig. 4c and Fig. 4d. Even under stringent lighting conditions, our method is still able to predict
human and viewpoint motion with high accuracy, indicating strong robustness.

For downstream task results, we conducted both qualitative and quantitative evaluations on the tasks
of target segmentation and object tracking, and performed qualitative evaluations on optical flow
estimation. Fig. 5 shows the qualitative results on downstream tasks. Due to the motion information
priors provided by the high temporal resolution event prompt, our method can accurately predict
the tank’s turning direction, whereas using only a single input RGB frame makes this difficult. Since
directly comparing cross-modal results does not provide meaningful insights, we defined an upper
bound ratio Rupper based on the upper bound of target tracking performance for comparison. Table 2
presents the quantitative comparison results, showing that our method significantly outperforms other
methods. For more detailed definitions and results, please refer to the Appendix materials.

5.2 Ablation Study

Fine-tuning Layers. As delineated in Table 3, we conduct empirical validations across various
fine-tuning configurations, including temporal-only and joint spatial-temporal adjustments. Note that,
during the refinement process, we keep the neural network with a similar amount of training weights.
Moreover, all methods are trained under the same configuration, excluding the training parameters.
The results from these experiments provide critical insights into the optimal configuration settings that
enhance the accuracy and efficiency of event-based video generation. Besides, the authors also want
to note that it’s ineffective to only change some parts of a large generative model, since the diffusion
U-Net is trained with the perception of original VAE, CLIP models generation distributions. We also
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Table 4: Ablation Study of motion alignment and multi prompt. All models are tested with only
feeding single event voxel frame. ’EP’ denotes denoising using the high temporal resolution event
prompt, and ’MA’ denotes motion alignment based on reinforcement learning.

Method EP MA FVD ↓ SSIM ↑ LPIPS ↓ mIoU ↑ aIoU ↑
A × × 1378.92 0.78496 0.3076 0.252 0.505
B ✓ × 1227.56 0.79077 0.3101 0.295 0.528
C × ✓ 1119.71 0.79597 0.3246 0.277 0.516
D ✓ ✓ 1055.25 0.79981 0.3123 0.302 0.522

have experimentally validated that after changing those modules. The experimental results are shown
in Table 3, where we feed features from different clip models (Event-trained or RGB-trained) to the
SVD U-Net. Note that all CLIPs are fed with event voxels. Even further fine-tuning the SVD with
plenty of data, the resulting diffusion model with Event-trained is still underperformed.

Testing-time Prompt Augmentation. As detailed in Sec. 4.1, we enhance the test-time prompt
by incorporating multiple event frames of high temporal resolution. To thoroughly examine the
impact of these hyperparameters and ascertain the efficacy of our test-time augmentation strategy, we
compare various approaches employing different test-time prompts, as delineated in Table 6, titled
’Testing-time’. From this comparative analysis, it is evident that there is a gradual improvement in
the neural network’s performance as the extent of prompt augmentation increases.

5.3 Discussion

While the proposed method has exhibited preliminary capabilities, it is imperative to address its
existing limitations. One significant challenge is the inherent nature of event data; while it boasts high
temporal resolution, this type of data typically lacks texture, thereby impeding the effective capture
of detailed semantic information. This limitation highlights the difficulty in accurately representing
complex visual scenes solely based on event data. Furthermore, there is a pressing need for the
development of a lossless representation technique that can fully preserve the unique high-temporal
attributes of event data, ensuring no critical information is lost during processing. Specific constrained
scenarios are visualized and discussed in detail in Appendix Section D.

To address these challenges and enhance the efficacy of the proposed method, future work should
focus on several key areas. Firstly, advancing the method’s ability to interpret texture would mark
a significant improvement. This could involve integrating additional sensory inputs, e.g., RGB
images, or employing more sophisticated data fusion techniques. Secondly, the creation of a more
comprehensive event sequence dataset is essential. Such a dataset should encompass a wider
variety of scenarios and conditions, thereby providing a robust platform for training and testing the
improved models. By addressing these aspects, future research can pave the way for more accurate,
reliable, and versatile event-based vision systems for object motion forcasting.

6 Conclusion

In this study, we have introduced the Event-Sequence Diffusion Network, a novel approach poised
to redefine the landscape of video diffusion. By leveraging event-based data, characterized by its
high temporal resolution, our methodology advances the frontiers of motion modeling, enabling
the generation of video sequences that are not only rich in detail but also grounded in the realistic
dynamics of object motion. Our approach stands in stark contrast to traditional video diffusion
models that rely on single images or textual prompts for initialization. By employing sequences of
events as the conditioning input, we ensure a more nuanced and temporally coherent synthesis of
video content.

Future work will focus on refining the Event-Sequence Diffusion Network, exploring its applicability
across a broader spectrum of computer vision tasks, and enhancing its efficiency for real-time
applications. Moreover, we aim to delve deeper into the interplay between event-based data and
diffusion models, seeking to unlock new potentials and applications in areas such as autonomous
navigation, interactive gaming, and dynamic scene reconstruction.
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Appendix Overview

In this Appendix material, we provide additional details to complement the content of the paper,
including the training and inference details of our method(Sec.A), an analysis of the results from
comparative methods, more experiments on downstream tasks(Sec.B), details related to reinforcement
learning(Sec.C), and limitation of proposed method(Sec.D).

A Training and Inference Details

We provide a comprehensive training pipeline along with detailed parameter specifications, encom-
passing the model architecture and fine-tuning parameters. For voxelized event data, we perform
preprocessing and data augmentation to enhance the performance and generalization capability of the
model.

A.1 Architecture

As discussed in Section. 4.1, We employ the temporal U-Net architecture based on Stable Video
Diffusion. During training, we preprocess the event sequence into multiple frames of voxel data,
which serve as conditional inputs to the network. Fig. 6 illustrates the overall training procedure,
which bears resemblance to SVD. The initial segment of the event sequence serves as the conditional
input to the U-Net model. For the parameters trained in the U-Net, we only fine-tuned the cross-
attention layer that incorporates the event condition. We conducted ablation experiments on different
attention layers, as shown in Table 3. Simultaneously fine-tuning both spatial and temporal attention
layers yielded the best results.

Figure 6: Training workflow of the proposed method, where the left upper one indicates the target
noised latent and the left lower one represents the prompted event sequence. We concatenate the
prompt information with denoising latent for noise learning. Moreover, the feature from the CLIP
model is also injected into the diffusion U-Net.

A.2 Datasets and augmentation

During the pre-training phase of the proposed diffusion model, events of poor quality can adversely
affect model training. Therefore, we emulate the approach taken in EventSAM [7] by filtering out
sequences with severe degradation in VisEvent. Finally, we integrated 291 event sequences from
the VisEvent dataset and 841 sequences from the EventVOT dataset. We omitted specific sequences
from the CeleX-V sensors due to their absence of polarity information. For the alignment phase, we
uniformly sourced all data, the same as the training dataset, aligning them in accordance with the
pre-training prompts. In the evaluation stage, a random selection of 100 sequences from each dataset
was employed to rigorously assess the efficacy of our proposed methodology.

During training, we randomly crop the Visevent sequences using a 256× 256 kernel and then resize
them to 128×128 before feeding them into the network. For the higher-resolution EventVOT dataset,
in order to preserve as much motion information as possible, we randomly select crop kernels ranging
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from 512 to 720, crop the images accordingly, and then resize them to 128× 128 as well. We divide
the events into intervals of 20ms.

After events are converted into voxels, normalization is required. Simple normalization in the range
of 0 to 1 may lead to flickering in the sequence. Therefore, when obtaining the sequence, we perform
a smoother normalization using maximum value normalization. Specifically, dividing each frame
of the sequence by the maximum absolute value of the sequence ensures that the voxel values are
between 0 and 1 and remain stable.

B Downstream tasks

To validate the reliability of the generated event voxels, we assessed our approach’s performance on
several classic downstream tasks such as object tracking, segmentation, and optical flow estimation.

B.1 Evaluation Methods and Metrics

For the object tracking task, we utilized the OSTrack [62] library to evaluate the event voxels estimated
by our method and the RGB frames estimated by SVD [1], focusing on the selected VisEvent test set
to ensure alignment. Due to the significant modality differences between event data and RGB data,
directly comparing tracking metrics would be unfair. Therefore, we tested on the ground truth of the
selected test sequences separately for each modality, using these as performance upper bounds. The
model performance was assessed by analyzing the discrepancies between the obtained results and
these upper bounds. We utilized AUC (Area Under the Curve),OP50, OP75 and PR(Precision and
Recall) as our base evaluation metrics,upon which we calculated the mean ratio of each metric to its
upper bound, obtaining a cross-modality tracking evaluation metric Rupper:

Rupper = Mean(
AUC

AUCupper
+

OP50

OP50upper
+

OP75

OP75upper
+

PR

PRupper
) (7)

For the object segmentation task, we employed SAM [26] to segment objects in the RGB domain
and fine-tuned EventSAM [7] on event sequences for object segmentation in the event domain.
Given the absence of segmentation ground truth in the selected dataset and the strong generalization
capabilities of the segmentation models in their respective domains, we used the sequence ground truth
segmentation results as the ground truth for our evaluations. we employ mIOU (mean Intersection
over Union) and aIOU (average Intersection over Union) as evaluation metrics.

Optical flow estimation is particularly challenging due to the limited and narrowly distributed datasets
with optical flow ground truth. Although event-based optical flow estimation has been explored,
it often suffers from poor generalization performance. Consequently, we restricted our qualitative
experiments to simple motion scenarios involving a single object to better understand the model’s
performance under controlled conditions. The DDVM [40] was employed to estimate the optical flow
for both event and RGB sequences.

B.2 Results Analysis

The quantitative results of the tracking are presented in Table 2. Due to the modality differences,
the overall tracking performance of RGB surpasses that of event tracking, as evident from their
respective ground truth sequences. However, our method exhibits a higher ratio of upper bounds
compared to SVD, indicating that our estimated results are closer to the ground truth, making the
motion estimation more reliable.

Fig. 5 and Fig. 7 depict the visual results of object tracking. In Fig. 5c, due to erroneous motion
trajectory prediction by SVD, a significant discrepancy between tracking and labeling is observed.
Conversely, our method demonstrates better trajectory estimation, attributed to the high temporal
resolution of event prompts providing prior information on motion during denoising.

Table 1 presents the quantitative results of object segmentation, where our method achieves the best
performance. Additional visual results are provided in Fig. 10, illustrating that the event segmentation
generated by our method closely resembles the ground truth.
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Optical flow is typically employed to describe object motion. In our work, the emphasis of optical
flow estimation lies in the accuracy of motion prediction. Fig. 5 and Fig. 7 illustrate that our method
can predict motion more precisely, leading to better optical flow estimation results.

C Reinforcement learning for SVD

C.1 Event voxel normalization based on standard deviation.

In reinforcement learning, the choice of the reward function is a crucial factor in determining training
outcomes. We selected the FVD and SSIM metrics, which are closest to perceptual results, as
our reward functions.Specifically, the final reward function is defined as R(x) = SSIM(x) +
λ(FV D(x)), where λ equals 2. Upon each model update, reward scores of the data generated from
the previous batch are normalized to a standard normal distribution.

Further, To quantitatively demonstrate the rationale behind our selection of these two metrics, we
actually have experimentally tried to utilize a mixture of all metrics to model the reconstruction
reward. However, the performance results are much worse than the method we ultimately used, as
shown in Table. 5. It may be due to that sometimes the optimization of pixel-level metrics of MSE
and PSNR may be contradictory to perceptual metrics. Thus, such a mixture of metrics makes the
objective hard to optimize. Meanwhile, due to the target data distribution, it’s more plausible to
optimize the process on the data manifold (perceptual space) than the raw space.

Table 5: Ablation Study of reward metrics

Reward Metrics MSE ↓ PSNR ↑ FVD ↓ FID ↓ SSIM ↑ LPIPS ↓
mixture metrics 0.0240 16.198 1562.66 265.32 0.6674 0.3463
FVD & SSIM 0.0170 17.696 1055.25 243.45 0.7998 0.3123

Directly utilizing spatial metrics as evaluation criteria in the RGB domain is typically feasible because
RGB data contains dense spatial information, and the distribution of motion and static scenes is
relatively similar. However, this approach is not viable for the event domain, which only records
motion information. In Fig. 8b, the samples illustrate this point. As depicted in the rightmost column,
when capturing a static scene, the event camera does not generate events, leading to a high original
reward score. However, the samples in the first two columns occur in scenarios with significant motion,
resulting in relatively high-quality, natural outcomes. Nevertheless, when normalized alongside the
results from the first column, even these samples yield negative scores.

Fig. 8a illustrates the distribution of reward scores with respect to sample standard deviation. Typically,
higher standard deviations in samples correspond to lower scores, indicating poorer performance.
Conversely, in relatively static scenes, higher scores are typically obtained. Such outcomes may
inadvertently induce an overall trend toward static motion, which is not desirable. As illustrated by
the green curve in Fig. 8a, after several model parameter updates, the reward score begins to decline,
ultimately resulting in unsatisfactory outcomes.

To address this issue, we perform normalization of samples based on their standard deviation each
time parameters are updated. Specifically, the standardized SCOREstd denoted as SCOREstd =
SCORE + β (std(x)− stdmin), where stdmin represents the minimum value of the total standard
deviation of the previous batch of generated samples and β equals 30.

C.2 Training Setting and Results Analysis

During the training process, we initialize the training with the pre-trained model obtained from
Section 4.1. The batch size for training is set to 64, and the model is updated every 100 iterations,
simultaneously updating the sample pool. Gaussian normalization and standard deviation normaliza-
tion are sequentially applied to the sample pool. After standardizing the samples, the training process
returns to a positive trajectory. The purple curve in Fig. 8a represents the score curve during training,
with convergence observed around the 1000th iteration.

Fig. 11 illustrates the visual results before and after reinforcement learning. Due to the inherent
unpredictability and randomness in the generation of results by diffusion, utilizing only the results
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Algorithm 2 Multi Prompt Reverse Process

1: Xpm
T ∼ N (0, I),Xrc

T ∼ N (0, I)
2: For t = T, ..., 1 do
3: if t ≥ τ then
4: Xpm

t−1 ←
√
ᾱtX

pm
0 +

√
1− ᾱtX

pm
T .

5: Xrep
t ← replace (Xpm

t ,Xrc
t ).

6: Sampling Xrc
t−1 from Xrep

t via Eq. 3.
7: else Sampling Xrc

t−1 from Xrc
t via Eq. 3.

8: End for
9: Return X0

Table 6: Ablation study of different number of testing-time prompts. Here we only compare with the
nearest 10 future event voxels. All experimental settings share the same model weights.

Metric 1 2 4 8 12 15

MSE ↓ 0.0177 0.0195 0.0170 0.0196 0.0178 0.0182
FVD ↓ 1170.48 1196.43 1055.25 1137.69 1142.15 1188.01
FID ↓ 242.318 247.803 243.451 243.079 238.369 239.297

SSIM ↑ 0.79349 0.78988 0.79981 0.80718 0.82553 0.83545
LPIPS ↓ 0.3272 0.3228 0.3123 0.3228 0.3189 0.3308
mIoU ↑ 0.287 0.296 0.302 0.302 0.309 0.302
aIoU ↑ 0.518 0.527 0.522 0.529 0.525 0.518

generated by the pre-trained model (Fig. 11b) often leads to uncontrollable distortions and defor-
mations. However, the results after reinforcement learning (Fig. 11c) tend to be more stable, with
motion trends closely resembling real-world scenarios.
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(a) A tank moving towards the right.
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(b) A car moving towards the left.

Figure 7: More results of downstream tasks.

D Limitation

D.1 Limitation scenarios

Although our method achieves good results in most scenarios, it is still significantly limited in
the following cases due to the sampling characteristics of event data: (1) Complex background
scenarios. Event cameras may capture incomplete textures in certain situations, leading to poorer
prediction performance, as shown in Fig. 14a. Complex backgrounds can reduce the clarity of the
target object, resulting in worse outcomes, especially in cases where the camera lens is shaking.
(2) Heavily overlapped object scenarios. When objects overlap, their motion becomes quite
complex, and due to the edge-focused characteristics of event cameras, understanding such motion is
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Figure 8: Analysis of the Reinforcement Learning Process. Fig. 8a illustrates the reward curves
during training, with the purple curve representing the scenario with standard deviation normalization
applied, and the green curve representing the scenario without it.Fig. 8b displays partial visualization
results during the training process, where the first row represents the ground truth, and the second row
depicts the results estimated by the pre-trained model. Fig. 8c illustrates the distribution of reward
scores with respect to standard deviation normalization for all training samples.

Table 7: Comparison of methods in terms of parameters and FLOPs.

Methods Params (M) FLOPs (G)
PredRNNv2 23.9 48.92
SimVP 58.0 60.61
TAU 44.7 92.50
ours 1521.0 693.92

challenging, as shown in Fig. 14b and Fig. 14c. When people overlap, their footsteps often become
chaotic, leading to less accurate predictions.

D.2 Computational Resource & Scalability

The following Table. 7 compares the computational resources of our method with SOTA methods.
The powerful generative capability and high fidelity of diffusion models lead to the cost of substantial
computational resource consumption. As shown in the following table, our parameter count and
FLOPs significantly exceed those of traditional models. However, we believe this trade-off is
necessary because of the powerful learning capability of large models in the real world. Taking the
future motion estimation task as an example, our diffusion-based method significantly surpasses
traditional methods in understanding and learning motion.

For a salable model size for different inference environments, there indeed are many works indicating
that the diffusion model can be applied to quantization or other acceleration techniques for speeding
up the inference process. We believe that with the advancement of hardware and acceleration
techniques, the inference speed of diffusion models will be significantly improved in the near future.
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(a) A bicycle riding into an obstacle.
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(b) A car driving to the left, with the camera lens rotating to follow.
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(c) Two bicycles traveling towards each other and intersecting.

Figure 9: Qualitative comparison between SOTA methods. The first row of each sequence represents
the ground truth of the event sequence. The second and third rows respectively depict the results of
future event estimation by SimVP [14] and TAU [50]. The final row represents the results obtained
by our method.
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Figure 10: Additional results of Segmentation. The first row of each sequence represents the ground
truth of the events, and the second row shows the segmentation results. The last two rows respectively
display the results estimated by our method and the corresponding segmentation results.
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(a) Ground Truth of the Car Sequence
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(b) Visualization of the Pre-train model’s Estimation Results(without Motion Alignment)
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(c) Visualization of the Results after Motion Alignment

Figure 11: Visualization results of Motion Alignment. Fig. 11a shows the ground truth of the car
sequence; Fig. 11b presents the estimated results using a pre-trained model with 9 different random
seeds, where several instances resulted in failures; Fig.11c illustrates the motion alignment results
generated by applying reinforcement learning, yielding more stable estimation.
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(a) Rotating Umbrella.
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(b) Falling Balloon.

Figure 12: Visualization of our method’s prediction in hs-ergb dataset.
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(a) Poor exposure: The car driving out of the tunnel.
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(b) Occlusion: A person walking from a bright place to shadow.

Figure 13: Visualization of our method’s prediction in various scenarios.
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(a) Shaky camera capturing a stationary person.
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(b) A person running out behind another person.
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(c) Two people walking side by side.

Figure 14: Visualization of our method’s prediction in severely degraded scenarios.

25



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims indeed reflect the paper’s contributions and scope.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We have described the limitations of our work in Sec 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theoretical results
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide detailed settings and parameters for the experimental training and
testing.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide the source code and information on how to obtain the datasets
used in the Appendix materials.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all experimental settings and details in Sec. A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: We fixed the random seed to reproduce the experimental results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the experimental platform details in Sec. 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We meticulously reviewed the ethical guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential societal impacts in Sec. 1 and Sec. 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not have such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have provided proper attribution for every asset used in the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We have included the source code in the Appendix material. And we will also
release the Pre-train model.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not engage in these subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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