
DivSafe

DivSafe is a multi-dimensional LLM safety evaluation benchmark to assess generalization of
LLM safety training across diverse test tasks and prompt types. DivSafe consists of 4 evaluation
subsets for both generation and discrimination tasks, and 7 extended test sets for diverse prompt
engineering techniques.

Dataset Link

Github Repo

Dataset Owner

 Team(s)

DivSafe Team

 Institution(s)

 Peking University

 National Engineering Research Center for Software Engineering

 Contact Detail(s)

Emails: murraytom1998@gmail.com

Dataset Overview

 Benchmark Snapshot
Category Data
Size of DivSafe benchmark 20.1 MB
Number of Malicious Queries 1442
Number of test sets 11(4+7)
Labeled Classes N/A
Number of Labels N/A

https://github.com/MurrayTom/DivSafe


Average Labels Per Instance N/A
Algorithmic Labels N/A
Human Labels N/A

 Content Description
We collected 1,442 malicious queries as seed set, involving a total of 6 safety types. As for
open-end generation task, we construct two subsets: original queries and jailbreak attacks. For
safety content discrimination, we also design two test sets: multiple-choice questions and safety
judgement to assess the safety discrimination capabilities of large language models from different
viewpoints. Furthermore, we also specially designed 7 extended evaluation sets to assess whether
prompt engineering techniques, such as system prompts, few-shot demonstrations and
chain-of-thought prompting, will influence LLM safety performace.

 Sensitivity of Data
Warning: samples in DivSafe benchmark may be offensive or harmful. We divided the safety
issues into 6 types: toxic content, stereotyping and bias, misinformation, privacy infringement,
dissemination of dangerous information and malicious Use.

We label the safety type corresponding to each malicious query.

Dataset Version and Maintenance

 Maintenance Status
Actively Maintained - No new versions will be made available, but this dataset will be actively
maintained, including but not limited to updates to the data.

 Version Details
Current Version: 1.0
Last Updated: 06/2024
Release Date: 06/2024

 Maintenance Plan
Versioning: N/A. we plan to extend DivSafe with more challenging scenarios such as multi-turn
dialogue and code safety.
Feedback: For feedback, reach out to murraytom1998@gmail.com or open an issue on our Github
Repo

murraytom1998@gmail.com
https://github.com/MurrayTom/DivSafe
https://github.com/MurrayTom/DivSafe


Example of Data Points

 Primary Data Modality
Text Data

 Sampling of Data Points



Motivations & Intentions

 Motivations

 Purpose(s):
Research

 Domain(s) of Application
Machine Learning, Natural Language Processing, Large Language Models, LLM Safety

 Motivating Factor(s)
(1) Evaluate the safety performance of LLMs from multiple perspectives such as test tasks and
prompt types.
(2) Delve into the generalization problems of LLM safety training across diverse tasks and
prompt types.

 Intended Use

 Dataset Use(s)
Safe for research use

 Suitable Use Case(s)
(1) Comprehensively evaluate the safety performance of large language models
(2) Explore more effective methods for safety alignment of large language models

 Unsuitable Use Case(s)
The dataset is created for model evaluation. It is not intended to be used as pre-training data.

Provenance

 Collection

 Source Description(s)
We selected malicious queries from AdvBench, HarmfulQA, Beaver-eval as original datasets.
(1) AdvBench was created to elicit generation of harmful or objectionable content from LLMs,
and it offers 520 harmful instructions.
(2) HarmfulQA provides a set of 1,960 harmful queries to evaluate the performance of LLMs
against red-teaming attempts, and it contains queries covering 10 topics (e.g. Science and
Technology, History and Culture and etc.).
(3) Beaver-eval contains 700 harmful instructions specifically designed for evaluating language



model safety and it involves 14 harm categories.

 Collection Cadence
Static: Data was collected once from multiple sources.

 Data Processing
(1) Diversity Check
(2) Quality Filtering
(3) Construction of Evaluation Subsets for Diverse Tasks
(4) Expansion of Evaluation Subsets for Diverse Prompts

Details can be found in our paper (Section 3)

Use in ML or AI Systems

 Dataset Use(s)
(1) Testing
(2) Development of safe an reliable LLMs

 Usage Guideline(s)
Please visit our Github Repo for detailed information.

 Sample Distribution(s) of Each Evaluation Sets

https://github.com/MurrayTom/DivSafe


Licenses
The DivSafe benchmark is licensed under a Creative Commons Attribution-ShareAlike 4.0
International License

https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/

	DivSafe

