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Abstract

Most incremental learners excessively prioritize coarse classes of objects while
neglecting various kinds of states (e.g. color and material) attached to the objects.
As a result, they are limited in the ability to reason fine-grained compositionality
of state-object pairs. To remedy this limitation, we propose a novel task called
Compositional Incremental Learning (composition-IL), enabling the model to
recognize state-object compositions as a whole in an incremental learning fash-
ion. Since the lack of suitable benchmarks, we re-organize two existing datasets
and make them tailored for composition-IL. Then, we propose a prompt-based
Composition Incremental Learner (CompILer), to overcome the ambiguous com-
position boundary problem which challenges composition-IL largely. Specifically,
we exploit multi-pool prompt learning, which is regularized by inter-pool prompt
discrepancy and intra-pool prompt diversity. Besides, we devise object-injected
state prompting by using object prompts to guide the selection of state prompts.
Furthermore, we fuse the selected prompts by a generalized-mean strategy, to
eliminate irrelevant information learned in the prompts. Extensive experiments on
two datasets exhibit state-of-the-art performance achieved by CompILer. Code and
datasets are available at: https://github.com/Yanyi-Zhang/CompILer.

1 Introduction

Class Incremental Learning (class-IL) [37, 22, 16, 10] gathers increasing attention due to its ability
to make the models learn new tasks rapidly, without forgetting previously acquired knowledge. Yet,
traditional class-IL sets a strict limit on the old classes such that they should not recur in newly
incoming tasks. To break such a strict limitation, recent studies develop a new setting mostly called
Blurry Incremental Learning (blur-IL) [24, 11], where the incremental sessions allow the recurrence
of previous classes, resulting in a more realistic and flexible scenario. Despite such empirical
progresses on incremental learning, they aim to improve object classification only, while overlooking
fine-grained states attached to the objects. For instance, analyzing how the clothing styles (akin to
states) have changed over time is important for forecasting the future trends that will emerge.

To simultaneously model objects and their states, some efforts are dedicated to Compositional
Learning whose aim is how to equip the models with compositionality [4, 31, 45]. The core of
compositional learning lies in the structure of class labels, which conceptualizes a state-object pair
(e.g. “Brown Pants” and “Yellow Dress”) as a whole, rather than a lonely object label. In this way, the
model can dissect and reassemble learned knowledge, achieving a more fine-grained understanding
about the objects. However, existing works are mainly focused on zero-shot generalization from seen
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Figure 1: Differences between Class Incremental Learning (class-IL), Blurry Incremental Learning
(blur-IL), and Compositional Incremental Learning (composition-IL). The object classes are not
allowed to recur in the class-IL scenario, whereas they may recur randomly in the blur-IL scenario.
Different from them, the classes in composition-IL involve state-object compositions apart from the
object classes. Besides, the compositions do not reoccur, but the primitives (states or objects) may
randomly reappear across incremental sessions.

compositions to unseen ones [26, 27, 5, 15], whereas none of them consider the challenging fact that
the model must deal with a significantly larger number of composition classes than object classes. As
a result, it is hardly feasible to learn all compositions by training the model once.

To remedy the limitations inherent in incremental learning and compositional learning, we conceive a
novel task named Compositional Incremental Learning (composition-IL), enabling the model to
continually learn new state-object compositions in an incremental fashion. As compared in Fig. 1,
we can see that composition-IL integrates the characteristics of class-IL and blur-IL. Although the
composition classes are disjoint across incremental tasks, the primitive classes (i.e. objects and
states) encountered in old tasks are allowed to reappear in new tasks. Unfortunately, existing incre-
mental learning approaches are challenged by such a compositional scenario, because their models
excessively prioritize the object primitives while neglecting the state primitives. Consequently, the
compositions with the same object but with different states become ambiguous and indistinguishable.

To tackle the problem, we propose a rehearsal-free and prompt-based Compositional Incremental
Learner (CompILer). Specifically, our model comprises of three primary components: multi-pool
prompt learning, object-injected state prompting, and generalized-mean prompt fusion. Firstly, we
construct three prompt pools for learning the states, objects and compositions individually. Upon
that, we add extra restrictions to regularize the inter-pool prompt discrepancy and intra-pool prompt
diversity. This multi-pool prompt learning paradigm strengthens the fine-grained understanding
and reasoning towards primitive concepts and their compositions. In addition, as the state classes
are more difficult to distinguish than the object ones, we propose object-injected state prompting
which incorporates object prompts to guide the selection of state prompts. Furthermore, we fuse the
selected prompts by a generalized-mean fusion manner, which helps to adaptively eliminate irrelevant
information learned in the prompts. Last but not least, we also leverage symmetric cross-entropy loss
to alleviate the impact of noisy data during training.

In summary, the main contributions in this work are encapsulated as follows: (1) We devise a new
task coined compositional incremental learning (composition-IL). It enables learning fine-grained
state-object compositions continually while the isolated primitive concepts can randomly recur in
incremental tasks. (2) To address the lack of datasets, we re-organize two existing datasets such
that they are tailored specifically for composition-IL. For the two new datasets (Split-Clothing and
Split-UT-Zappos), we split them into 5 and 10 incremental tasks for evaluating the methods. (3)
We propose a novel learning-to-prompt model for composition-IL, namely CompILer. Our state-
of-the-art results on Split-Clothing and Split-UT-Zappos validate the effectiveness of CompILer for
incrementally learning new compositions without forgetting old ones.

2 Related Work

Incremental Learning. The approaches to addressing catastrophic forgetting for incremental learning
can be broadly grouped into four categories: regularization based methods [6, 39] aim to protect
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Figure 2: Data Statistics of Split-Clothing and Split-UT-Zappos for tasking composition-IL. Split-
Clothing is divided into a 5-task scenario, while Split-UT-Zappos includes both 5-task and 10-task
scenarios. In all settings, the number of images per task has been balanced properly.

influential weights of old experiences from updating; knowledge distillation based methods [16, 34]
distill knowledge from the model trained on the previous tasks and adapt it to new tasks; rehearsal
based methods [32, 48, 20] require a memory buffer to store some old data, so as to make the
network remember previous tasks; parameter isolation methods allocates different model parameters
to each task, to prevent any possible interference. Different from the methods, L2P [43] proposes an
innovative learning-to-prompt paradigm, which incorporates plasticity and stability through adapting
a set of learnable prompt tokens on top of a frozen pre-trained backbone. Inspired by L2P [43], more
recent works [42, 36, 2, 28] take full advantage of various prompt tuning strategies, achieving new
state-of-the-art performance for incremental learning. However, such methods take into account
object classes solely, while neglecting various kinds of state classes associated with the objects. To
this end, our work proposes compositional incremental learning with the purpose to continually
identifying the composition classes of state-object pairs. Note that, Liao, et al [18] conduct an
initial study toward the compositionality in incremental learning, whereas their attention is on the
composition of multiple object classes (e.g. “Car” and “Person”) in one image, rather than the
state-object compositions in this work.

Compositional Learning. A major line of compositional learning research focuses on Compositional
Zero-Shot Learning (CZSL) [23], which aims to infer unseen state-object compositions by acquiring
knowledge from seen ones. Subsequent approaches building upon the CZSL setting further incor-
porate graph neural networks to model the dependency between primitives and compositions [25],
and employ cosine classifiers to avoid being overly biased toward seen compositions [21]. Other
approaches [13, 14, 12] propose training two classifiers to identify states and objects separately. The
latest works [19, 3, 38, 8, 47] model both composition and primitives simultaneously, achieving
state-of-the-art results. Albeit the numerous attempts made in compositional learning, they fail to
consider an incremental learning paradigm given the increasing number of composition classes in
open-world scenarios. Besides, directly applying CZSL methods to composition-IL might lead to
a stale and decaying performance on forgetting. By contrast, our proposed CompILer markedly
bypasses catastrophic forgetting with the help of multi-pool prompt learning.

3 Preliminaries

In this section, we firstly define the task of composition-IL, and then introduce two datasets we
construct for the task, followed by revealing the ambiguous composition boundary problem.

3.1 Problem Definition

For composition-IL, a model sequentially learns N tasks T = {T1, T2, · · · TN} corresponding to
a set of composition classes C = {C1, C2, · · · CN}. We note that the composition classes between
incremental tasks are always disjoint, which means Ci ∩ Cj = ∅ for any i ̸= j. Different from the
composition classes, the primitive classes are allowed to recur in different tasks. That means it allows
the tasks to share some primitive concepts of objects and states. Therefore, we can define the set
of all state and object classes with S = {s1, s2, · · · , sn} and O = {o1, o2, · · · , om}, respectively.
Given each image x, it has a composition label c which is constructed with a state label s and an
object label o, i.e. c =< s, o >, where c ∈ C, s ∈ S and o ∈ O. We take the example of “red shirt”,
where “red” is denoted with s, “shirt” corresponds to o, and “red shirt” is expressed with c.
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Figure 3: t-SNE feature distributions of seven compositions from the Split-Clothing benchmark.
For the compositions with the same object but with different states, our CompILer achieves more
distinguishable boundaries than the L2P baseline.

3.2 Dataset Construction

As there are no existing datasets suitable for composition-IL, we re-organize the data in Cloth-
ing16K [46] and UT-Zappos50K [44], and construct two new datasets tailored for composition-IL,
namely Split-Clothing and Split-UT-Zappos. To be more specific, we firstly sort the composition
classes based on the number of their images, and then select the foremost 35 compositions from Cloth-
ing16K and the top 80 from UT-Zappos50K, so as to construct Split-Clothing and Split-UT-Zappos,
respectively. In this way, Split-Clothing encompasses 9 states and 8 objects while Split-UT-Zappos
consists of 15 states and 12 objects in total. For Split-Clothing, we randomly partition the composi-
tions into 5 tasks. Regarding Split-UT-Zappos, the compositions are sorted by count and are evenly
divided into 5 and 10 tasks. The image distribution for each task is shown in Fig. 2. Note that, we
elaborate more details on both datasets in the following technical appendix.

3.3 Revealing the Ambiguous Composition Boundary

The main stumbling block in composition-IL is the ambiguous composition boundary. Although the
composition label consists of two primitives (i.e. object and state), we note that the model excessively
prioritizes the object primitive while neglecting the state primitive. Consequently, the compositions
with the same object but with different states become ambiguous and indistinguishable. To prove
that, we apply L2P [43] to composition-IL, whereas it is challenged by significant ambiguities
in composition classification. As illustrated in Fig. 3 (a), the t-SNE visualization showcases the
entanglement among the compositions like “white dress”, “black dress” and “blue dress”. We
conjecture that this ambiguous problem tends to become more severe when more tasks are arriving
incrementally. To address it, we propose a new model namely CompILer, which disentangles
compositions and primitives via a multi-pool prompt learning. Advantageously, our method promotes
the learning on the states and establishes clearer composition boundaries, as shown in Fig. 3 (b).

4 Methodology

Overview. We leverage the learning-to-prompt paradigm [43] and develop a novel compositional
incremental learner (CompILer) tailored specifically for composition-IL. As depicted in Fig. 4,
CompILer comprises three primary components: multi-pool prompt learning, object-guided state
prompting, and generalized-mean prompt fusion. Firstly, we initialize three prompt pools dedicated
to learning and storing visual information related to states, objects and their compositions. In order to
differentiate the knowledge learned across and within prompt pools, we define inter-pool discrepant
loss and intra-pool diversified loss jointly. We then employ object prompts to guide the selection of
state prompts, thereby improving the state representation learning. Moreover, we utilize a generalized-
mean fusion to integrate the selected prompts in a learnable manner. Ultimately, we optimize the
classification objective with symmetric cross-entropy loss, to alleviate the effect of noisy data.

4.1 Multi-pool Prompt Learning

The learning-to-prompt paradigm [43, 35], especially suitable for large pre-trained backbones, has
opened up a new path for incremental learning. It has proven to incorporate plasticity and stability
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Figure 4: Overall architecture of our composition incremental learner (CompILer), which comprises
multi-pool prompt learning, object-injected state prompting, and generalized-mean prompt fusion.
The multi-pool prompt learning mechanism captures information related to states, objects, and their
compositions, each through a dedicated pool. The object-injected state prompting utilizes the object
prompt to promote the state representation learning. Moreover, the generalized-mean prompt fusion
is used to prioritize the useful prompts and diminish the irrelevant ones.

better through adapting a set of learnable tokens in a prompt pool to a frozen pre-trained backbone.
Nevertheless, existing prompt-based approaches are initially designed for class-IL, thereby building
a single prompt pool for object classification solely. when dealing with state-object composition
classification, they tend to excessively prioritize the object primitive while neglecting the state
primitive. To this end, we propose to construct three discrepant and diversified prompt pools Ps,
Po and Pc, which serve to learn visual information related to states, objects and their compositions,
respectively. Besides, each pool is associated with a set of learnable keys Kω for query-key prompt
selection. The three prompt pools and their keys are defined as:

Pω =
{
P 1
ω , P

2
ω , · · ·PM

ω

}
,Kω =

{
K1

ω,K
2
ω, · · ·KM

ω

}
, ω ∈ {s, o, c} , (1)

where P i
ω ∈ RL×D is a single prompt with token length L and embedding dimension D. Ki

ω ∈ RD,
the key of P i

ω , is a learnable token with the same size. M is the number of prompts in each pool.

One important concern in such multi-pool prompt learning is how to enrich the prompts with the
avoidance of identical pools. To achieve it, we consider integrating inter-pool prompt discrepancy
and intra-pool prompt diversity jointly. On the one hand, the inter-pool prompts should be discrepant
as the visual information about states, objects, and compositions should be different. One the other
hand, within each pool, the intra-pool prompts should be diversified so to capture more comprehensive
features from all the classes.

In practice, we formulate a unified objective to regularize both inter-pool discrepancy and intra-pool
diversity, by leveraging a simple and effective directional decoupled loss used in [17]. The directional
decoupled (dd) loss between any two pools (e.g. Pi and Pj) is formulated as:

L(i,j)
dd =

2

M(M − 1)

M∑
n=1

M∑
m=1

max (0, θthre − θnm) , (2)

θnm = cos−1
( (Pn

i )
TPm

j

max(∥Pn
i ∥2, ϵ) ·max(∥Pm

j ∥2, ϵ)

)
, (3)

where θnm measures the angle between any two prompts, n and m; ϵ is a scalar to avoid division by
zero. Note that, L(i,j)

dd encourages the angles between each prompt to be at least θthre degrees. Since
(i, j) is unordered Cartesian product of ω, i.e. (i, j) ∈ {(i, j) | i ∈ ω ∧ j ∈ ω}, the inter-pool prompt
discrepancy loss for the three pools can be expressed with Linter = L(s,o)

dd + L(s,c)
dd + L(o,c)

dd , and the
intra-pool prompt diversity loss becomes Lintra = L(s,s)

dd + L(o,o)
dd + L(c,c)

dd . As opposed to Linter,
Lintra computes the angle between any two prompts within the same pool. Thus, it contains the case
when n = m, for which we set θthre − θnm = 0.
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4.2 Object-injected State Prompting
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Figure 5: Architecture of object-injected state
prompting. Query feature serves as Q, while fused
object prompt serves as both K and V.

Akin to the query-key matching mechanism in
other work [43, 42, 40], we utilize a fixed fea-
ture extractor f(·) to obtain a query feature
q(x) = f(x)[0, :], determining which prompts
in the pool to be selected. However, pre-trained
backbones are typically trained for object clas-
sification, thus under-performing for state rep-
resentation learning. In addition, it is more dif-
ficult to predict the state classes due to their
more abstract and fine-grained characteristics.
To tackle this problem, we strategically inject
object prompts to guide the selection of state
prompts. Intuitively, once we have learned
knowledge about the object class, it may be eas-
ier to predict the correct state class and avoid
mistaken results. For instance, given an object
is “heels”, we can expect that the corresponding
state is unlikely to be “canvas” or “plastic”. To summarize, we select object and composition prompts
in each pool based on the original query feature, which means qo(x) = qc(x) = q(x); but for the
selection of state prompts, we propose object-injected state prompting to ameliorate the query feature
as shown in Fig. 5.

Specifically, we employ the fused object prompt P o (see Sec. 4.3) to perform cross attention on the
query feature q(x), resulting in object-injected query feature qs(x) for the state prompt selection:

qs(x) = CrossAttn(q(x),P o) = Softmax(
q(x)WQ · P oW

K

√
D

) · P oW
V , (4)

where WQ, WK and WV are learnable projections. To establish alignment between the query and
the selected prompts, we optimize a surrogate loss for state, object and composition prompting jointly:

Lsur =
∑
ω

∑
qω

COS(fω(x),Ksi
ω ), ω ∈ {s, o, c} , (5)

where COS(·, ·) denotes cosine similarity, Kω represents the subset of top-k keys selected from Kω ,
and {si}ki=1 is a subset of top-k indices from [1,M ] (prompt number). Despite the simplicity of the
object-injected state prompting, it facilitates more judicious prompt selection within the state prompt
pool, alleviating the hurdles posed by state learning.

4.3 Generalized-mean Prompt Fusion

After obtaining the selected top-k prompts {P si
ω }ki=1, the next step is fusing these prompts into

a single prompt. It is general to utilize a simple mean pooling whereas it overlooks the relative
importance of each prompt. Besides, when the prompts contain information that is unrelated or
contradictory to current task, it is critical to strengthen useful prompts and eliminate irrelevant ones.
To this end, we draw inspiration from generalized-mean pooling [29] and exploit generalized-mean
(GeM) prompt fusion which is given by:

P ω = GeMω(P
s1
ω , P s2

ω , · · · , P sk
ω ) =

(
1

k

k∑
i=1

P si
ω

η

) 1
η

, ω ∈ {s, o, c} , (6)

where η is a learnable parameter. When η = 1, GeM becomes mean pooling; as η approaches infinity
(η → ∞), it converges to max pooling. By taking over mean and max pooling, GeM learns to achieve
an optimal fusion, mitigating the influence of irrelevant information present in the prompts.

4.4 Training and Inference

Classification Objective. We prepend three fused prompts (i.e. P s, P o and P c) with xe, which is
the output from a ViT embedding layer fe(·). The extended token sequence is xp = [P c;P s;P o;xe].
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Table 1: Avg Acc and FTT results on Split-Clothing (5 tasks) and Split-UT-Zappos (5 and 10 tasks).
The best results are marked in bold. All results with standard deviations are averaged over three runs.

Datasets Split-Clothing (5 tasks) Split-UT-Zappos (5 tasks) Split-UT-Zappos (10 tasks)
Metrics Avg Acc(↑) FTT(↓) Avg Acc(↑) FTT(↓) Avg Acc(↑) FTT(↓)
Upper Bound 97.02±0.10 - 68.71±0.41 - 68.71±0.41 -
EWC [10] 47.89±0.87 52.75±0.44 37.59±2.06 55.70±2.76 24.63±0.94 61.31±2.29
LwF [16] 49.96±0.68 44.22±0.53 40.15±0.43 49.61±0.68 30.38±1.41 58.15±0.20
iCaRL [32] 68.65±0.41 31.74±1.89 37.78±2.14 55.06±3.50 31.40±1.96 59.65±2.40
L2P [43] 80.22±0.41 14.23±0.44 42.20±2.18 20.41±2.76 31.65±0.16 31.02±1.62
Deep L2P++[43, 33] 80.55±0.45 12.60±1.90 42.37±0.65 30.10±1.56 30.68±0.35 32.20±1.96
Dual-Prompt [42] 87.87±0.63 7.71±0.25 43.30±0.19 19.41±2.80 33.01±1.65 24.61±1.11
CODA-Prompt [33] 86.35±0.20 8.99±0.71 43.35±0.29 21.76±2.45 31.40±0.36 30.54±2.63
LGCL [7] 87.32±0.10 7.58±0.06 - - 33.56±0.31 24.37±0.56
Sim-CompILer 88.38±0.08 8.01±0.42 45.70±0.68 20.06±0.62 33.30±0.10 30.31±0.03
CompILer 89.21±0.24 7.26±0.60 46.48±0.26 19.27±0.75 34.43±0.07 28.69±0.82

Then, we feed xp to a transformer encoder layer fr(·) and achieve P r
s, P r

o and P r
c for classifying

state, object and composition classes, respectively. We estimate the probability via a classifier φω(·):
p(ω | x) = φω(P

r
ω). For each image x, we denote its ground-truth distribution over labels with

q(ω | x). When ω is consistent with the ground truth, then q(ω | x) = 1; otherwise, q(ω | x) = 0.
As a result, the cross entropy (CE) loss used for classification objective is:

Lω
CE = −

Ω∑
ω=1

q(ω | x) log p(ω | x),Ω ∈ [|S| , |O| , |C|] , (7)

where Ω represents the number of classes. However, the model optimized with a standard CE loss
is easily affected by noisy samples during training. Instead, we advocate using a symmetric cross
entropy loss (SCE) [41], which incorporates an additional term called reverse cross entropy (RCE),
to mitigate the impact of noisy data. Contrary to CE, the formula for RCE loss is defined as:

Lω
RCE = −

Ω∑
ω=1

p(ω | x) log q(ω | x), ω ∈ {s, o, c} . (8)

Then, the SCE loss combines two loss terms by Lω
SCE = Lω

CE + αLω
RCE , where α is a hyper-

parameter that controls the weight of the RCE term. As a result, the whole SCE loss becomes LSCE =
Lc
SCE + β(Ls

SCE + Lo
SCE), where β adjusts the weights between primitives and compositions.

Total Loss. The total loss for training the whole CompILer model is:
Ltotal = λ1Linter + λ2Lintra + λ3Lsur + LSCE , (9)

where λ1, λ2, λ3 are hyper-parameters balancing different terms.

Inference. During inference, we incorporate the primitive probabilities to aid the composition
probability. Hence, the final probability for composition classification is expressed with:

pfinal(c | x) = p(c | x) + µ(p(s | x) + p(o | x)), (10)
where µ adjusts the probabilities.

5 Experiments

5.1 Datasets and Metrics

We conduct experiments on two newly split datasets: Split-Clothing and Split-UT-Zappos as eluci-
dated in Section 3.2. We assess the overall performance on compositions using Average Accuracy
(Avg Acc) and Forgetting (FTT). A higher Avg Acc signifies stronger recognition abilities, while a
lower FTT indicates improved resilience against forgetting. Additionally, we provide individual Aver-
age Accuracy scores on states and objects, denoted as State and Object for simplicity. These metrics
imply the ability to recognize fine-grained primitives. Furthermore, we calculate the Harmonic Mean
(HM) between State and Object, i.e. HM = 2× (State×Object)

(State+Object) . We provide more emphasis to Avg
Acc and HM due to their more comprehensive assessment. Avg Acc encompasses the plasticity and
stability [33, 2] and HM provides a holistic evaluation on both state and object.
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5.2 Implementation Details

Table 2: State, Object and HM results on Split-Clothing. The
best results are marked in bold.

Datasets Split-Clothing (5 tasks)
Metrics State Object HM
Upper Bound 97.44±0.08 97.09±0.10 97.26±0.08
EWC [10] 86.49±0.97 52.72±1.30 675.50±0.97
LwF [16] 87.11±0.66 54.57±0.69 67.10±0.33
iCaRL [32] 91.21±1.05 71.70±0.99 80.28±0.74
L2P [43] 83.03±0.42 95.56±0.57 88.85±0.16
Dual-Prompt [42] 90.77±0.25 94.18±0.31 92.45±0.20
LGCL [7] 91.45±0.20 94.87±0.33 93.13±0.10
Sim-CompILer 91.15±0.10 96.32±0.02 93.66±0.02
CompILer 91.81±0.23 96.67±0.01 94.18±0.06

For a fair comparison with previous
works [43, 42, 2, 33], we also employ
ViT B/16 [1] pretrained on the Ima-
geNet 1K dataset as the feature ex-
tractor and backbone. For multi-pool
prompt learning, the size of each pool
is set to 20, and each prompt has 5
tokens. We select top-5 prompts from
each pool and generate a fused prompt.
During training, we utilize the Adam
optimizer [9] with a batch size of
16. The whole CompILer undergoes
training for 25 epochs on the Split-
Clothing, for 10 epochs on the 5-task
Split-UT-Zappos, and for 3 epochs on
the 10-task Split-UT-Zappos. For the Split-Clothing and the 10-task Split-UT-Zappos, we set the
learning rate to 0.03, while we use a learning rate of 0.02 for the 5-task Split-UT-Zappos. Note
that, for all the methods, their results are averaged over three runs with the corresponding standard
deviations reported to mitigate the influence of random factors.

As there are a few hyper-parameters in the model, we conduct a rigorous tuning on them. For instance,
we set θthre to π

2 for all settings. For Split-Clothing, the loss weights λ1 and λ3 are set to 0.1; λ2 is
set to 10−7; α and β for SCE loss are 0.006 and 0.3, and the parameter µ during inference is 0.5.
For 5-task Split-UT-Zappos, λ1, λ2, λ3, α, β and µ are set to 1.0, 3× 10−6, 0.7, 0.01, 0.7 and 0.02,
respectively. For 10-task Split-UT-Zappos, λ1, λ2, λ3, α, β and µ are set to 0.5, 10−7, 0.1, 0.05, 0.4
and 0.03. We elaborate more details on hyper-parameter analysis in the appendix.

5.3 Compared Baselines

To demonstrate the effectiveness of the proposed method, we compare CompILer with state-of-the-art
incremental learning methods, including prompt-free approaches [10, 16, 32] and prompt-based
methods [43, 42, 33, 7]. All the methods are rehearsal-free except iCaRL [32]. Note that, due to
LGCL [7] relying on CLIP [30] to achieve language guidance at the task level, it is limited by the
length of class names per task. Thereby, LGCL fails to operate on the 5-task Split-UT-Zappos since
the total length of class names exceeds the limitation.

To streamline our CompILer, we further implement a simplified version named Sim-CompILer and
report its results. Sim-CompILer is optimized using cross entropy loss and is comprised solely of
multi-pool prompt learning and generalized-mean prompt fusion. In other words, we exclude the
object-injected prompting, directional decoupled loss, and reverse cross entropy loss, resulting in a
large reduction of hyperparameters to only β, λ3, and µ.

5.4 Comparison with the State-of-the-arts

The compared results on Avg Acc and FTT are reported in Table 1. Overall, CompILer consistently
outperforms all competitors on Avg Acc by a significant margin. For FTT scores, CompILer excels
previous methods with 0.32% on the 5-task Split-Clothing and with 0.14% on the 5-task Split-UT-
Zappos, while falling behind Dual-Prompt [42] and LGCL [7] for the 10-task Split-UT-Zappos. We
notice that, the main reason is these methods sacrifice more plasticity for lower forgetting rates.
Besides, the number of model parameters in these methods dynamically increases along with more
incremental tasks arriving, whereas our CompILer does not rely on imposing task-specific parameters
to reduce the forgetting.

We also report the primitives accuracy and their HM in Table 2 and Table 3. Likewise, our method
surpasses other methods considerably in terms of State and HM. Interestingly, the prompt-free
methods [16, 10, 32] achieve higher accuracy in state prediction than object prediction for Split-
Clothing, which is contrary to other results. This is because the states in Split-Clothing are color-
related descriptions, which are easier to capture with the help of parameter fine-tuning. The prompt-
based methods do not exhibit this phenomenon because their pre-trained backbones are initially
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Table 3: State, Object and HM results on Split-UT-Zappos (5 tasks) and Split-UT-Zappos (10 tasks).
Datasets Split-UT-Zappos (5 tasks) Split-UT-Zappos (10 tasks)
Metrics State Object HM State Object HM
Upper Bound 75.10±0.10 88.13±0.03 81.90±0.06 75.10±0.10 88.13±0.03 81.90±0.06
EWC [10] 47.95±1.26 76.53±0.91 58.90±0.53 39.29±2.69 67.64±1.97 49.69±2.30
LwF [16] 53.13±1.08 75.48±0.82 62.35±0.31 38.70±2.33 68.90±1.97 49.54±1.30
iCaRL [32] 51.71±0.95 75.03±0.49 61.22±0.78 38.94±2.01 67.10±1.05 49.27±1.58
L2P [43] 52.20±2.92 79.05±0.01 62.87±1.61 42.66±0.87 76.60±0.03 54.80±0.55
Dual-Prompt [42] 52.25±0.77 77.46±0.05 62.40±0.34 44.34±1.61 77.92±0.37 56.51±1.11
LGCL [7] - - - 43.44±0.79 78.64±0.64 55.96±0.43
Sim-CompILer 55.93±1.23 79.69±0.06 65.72±0.53 45.88±0.38 75.72±0.67 57.14±0.06
CompILer 56.85±0.34 79.56±0.04 66.31±0.15 46.27±1.56 76.65±1.19 57.69±0.42

Table 5: Ablative experiments for (a) object-injected state prompting, (b) prompt fusion method.
(a) Object-injected state prompting.

Dataset Split-Clothing (5 tasks)
Metrics Avg Acc FTT(↓) HM
None 88.45±0.10 7.93±0.11 93.70±0.03
S→O 88.27±0.02 7.99±0.05 93.67±0.01
O→S 89.21±0.24 7.26±0.60 94.18±0.06

(b) Prompt fusion method.
Dataset Split-Clothing (5 tasks)
Metrics Avg Acc FTT(↓) HM

Max 84.70±0.64 12.24±2.25 91.54±0.30
Mean 87.80±0.12 7.82±0.01 93.38±0.03
GeM 89.21±0.24 7.26±0.60 94.18±0.06

trained for object classification, and are frozen across incremental sessions. As the performance
improvements are mainly attributed to the accuracy of state recognition, it suggests that our model
enhances the understanding on fine-grained compositionality.

5.5 Ablation Study and Analysis

Table 4: Ablation study on multi-pool prompt learning
with Split-Clothing dataset.

Prompt Pool Split-Clothing (5 tasks)
C S O Avg Acc FTT(↓) HM
✓ 80.22±0.41 14.23±0.44 88.85±0.16
✓ ✓ 88.10±0.11 7.79±0.04 93.55±0.04
✓ ✓ 88.09±0.50 7.26±0.54 93.52±0.13
✓ ✓ ✓ 88.38±0.08 8.01±0.42 93.66±0.02

Effect of multi-pool prompt learn-
ing. This experiment aims to delineate
the contribution of three pools in Com-
pILer. We firstly implement a baseline
model with composition prompt pool
only. Building upon the baseline, we
develop two additional models, which
incorporate either object or state prompt
pool. As reported in Table 4, the in-
clusion of primitive prompt pool yields
consistent gains over the baseline. Fur-
thermore, the best results are achieved when the model integrates all three pools simultaneously. This
experiment signifies the significant necessity of exploiting multiple prompt pools for composition-IL.

Effect of object-injected state prompting. To provide insights into object-injected state prompting,
we compare three models: None (vanilla model), S→O (state-injected object prompting) and O→S
(object-injected state prompting). As shown in Table 5a, compared to the None model, the S→O
exhibits a decrease in all metrics, implying that state prompts may interfere with the selection of
object prompts. On the contrary, O→S outperforms the None model as we expect. This phenomenon
validates our motivation that state recognition is harder than object recognition, and thereby the
former cannot help the latter easily. Yet, it is a promising direction for future research.

Effect of generalized-mean prompt fusion. This study aims to study the impact of prompt fusion
on CompILer. As shown in Table 5b, GeM performs better than both max and mean pooling across
various metrics. It validates the benefit of GeM on mitigating irrelevant information in the selected
prompts. as it may hamper the model’s attention on image tokens.

Effect of loss functions. As shown in Table 6, we investigate the influence of loss functions used in
our model, including directional decoupled loss (Linter and Lintra) and symmetric cross entropy
loss (LCE and LRCE). The baseline model (the first row) includes all modules but is trained by cross
entropy loss only. By adding the RCE loss, the model is equivalent to training with the SCE loss,
which help to improve the robustness to noisy labels. The use of either Linter or Lintra improves the
performance on both datasets, and synchronously applying them witnesses all-around improvements
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Table 6: Ablate the loss functions on Split-Clothing and Split-UT-Zappos.
Loss function Split-Clothing (5 tasks) Split-UT-Zappos (5 tasks)

LCE LRCE Linter Lintra Avg Acc FTT(↓) Avg Acc FTT(↓)
✓ 88.17±0.08 8.08±0.27 44.83±0.15 19.49±2.93
✓ ✓ 88.36±0.37 8.33±0.11 45.47±0.07 20.14±0.43
✓ ✓ 88.32±0.56 7.82±0.64 45.58±0.04 19.64±0.37
✓ ✓ 88.42±0.30 8.23±0.06 45.62±0.13 20.13±0.14
✓ ✓ ✓ 88.61±0.61 7.72±0.87 46.01±0.69 19.50±0.86
✓ ✓ ✓ ✓ 89.21±0.24 7.26±0.60 46.48±0.26 19.27±0.75

(d) Prediction Results
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Figure 6: Results and analysis. (a) to (c) show accuracy of CompILer on composition, state, and
object for each task in Split-Clothing. The x-axis represents the test stream, and the y-axis denotes the
status after training the Tk task. Darker background color indicates higher accuracy. (d) displays some
images and their predictions: top row is GT, middle row is CompILer prediction, and bottom row is
L2P [43] prediction. Green indicates correct predictions, while red indicates incorrect predictions.

compared to the baseline. Eventually, we achieve the best results when combing all the loss terms
during training.

5.6 Additional Results and Analysis

In order to study the repeatability characteristic in composition-IL, we exhibit more results on
Split-Clothing in Fig. 6: in (a), it shows a decreasing trend in composition accuracy along with the
introduction of new tasks; however, the green rectangles in (b) and (c) showcase that the accuracy
occasionally increases as more tasks are learned. We conjecture the reason is mostly attributed to
the re-occurrence of primitive concepts. This forward transfer is critical for incremental learners.
We compare the composition predictions between CompILer and L2P [43] in Fig. 6 (d). CompILer
predicts all the images correctly, while L2P makes some mistakes, particularly for state labels. This
limitation arises from an excessive focus on the dominant object primitive, while weakening the
attention toward state primitive. Fortunately, CompILer relieves the bias toward object classes, and
enhances the perception on state classes.

6 Conclusion

In this paper, we have proposed a novel task coined compositional incremental learning (compostion-
IL), which is stumbled by ambiguous composition boundary. To tackle it, we develop a learning-
to-prompt model, namely CompILer. Our model exploits multi-pool prompt learning to model
composition and primitive concepts, object-injected state prompting to improve the selection of
state prompts, and generalized-mean prompt fusion to eliminate irrelevant information. Extensive
experiments on two tailored datasets show that CompILer achieves state-of-the-art performance. In
the future, it is challenging yet potential to consider reasoning multiple state classes per object.
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A Appendix

In addition to the content in the main paper, this appendix elaborates more details on the datasets,
algorithm procedure, empirical analysis, hyper-parameter analysis, and quantitative and qualitative
experiments. Meanwhile, please refer to the source code and some data samples included in the
supplementary material we submit.
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Figure 7: Number of images per task. The horizontal axis indicates the task ID, while the vertical
axis represents the corresponding number of images. The colors pink and blue denote training and
testing datasets, respectively. Overall, the data distributions are relatively balanced across tasks.

A.1 More on Dataset Details

We provide more information about two newly tailored datasets (Split-Clothing and Split-UT-Zappos)
and extensively discuss the limitations of Split-UT-Zappos. The number of images in each task is
shown in Fig. 7.

Split-Clothing is derived from Clothing16K, which is originally used for multi-label classification
tasks and consists of 37 state-object compositions and 16,170 images scraped from Google, Bing,
and DuckDuckGo. We sorted these compositions by the number of images and selected the top 35
compositions, resulting in a total of 15,915 images in the Split-Clothing dataset. Specifically, the
object in Split-Clothing includes various types of garments such as “dresses” and “hoodies”, while
the state delineates the color of the clothing, such as “silver” and “yellow”. We allocate 80% of the
dataset for training and the remaining 20% for testing. We split this dataset for 5 incremental tasks.

Split-UT-Zappos is a subset of UT-Zappos50K, which is a large shoe dataset consisting of 50,025
catalog images collected from Zappos.com. This dataset is originally created for an online shopping
task and we selected a total of 28,497 images to comprise the Split-UT-Zappos. The state classes
in Split-UT-Zappos describe different materials (e.g. canvas and leather) and the object classes are
related to footwear (e.g. heels and slippers). Consistent with Split-Clothing, we employ 80% of the
images for training and 20% for testing. We split this dataset for either 5 or 10 incremental tasks.

Limitations of Split-UT-Zappos. It is noteworthy that, even for the upper bound model (i.e.
supervised learning with all the data), satisfactory performance remains elusive on Split-UT-Zappos
as shown in Table 1 and Table 3. This deficiency can be attributed to the pronounced long-tail
distributions and invisible states inherent in UT-Zappos50K. For example, the composition “Faux
Fur Slippers” comprises a mere 25 training images, whereas “Leather Sandals” accounts for 1783.
This disproportionate distribution predisposes the severe bias towards the compositions prevalent
in the head of the distributions, while inadequately capturing those in the tail. Besides, some states
in Split-UT-Zappos lik,e “Leather” vs “Synthetic Leather”, are material differences that are not
always visible as visual transformations. The deficient state description poses a greater challenge
for classification, thereby resulting in suboptimal upper bound results. We contend that tackling the
long-tail distribution challenge within Split-UT-Zappos and constructing more balanced datasets
conducive to composition-IL represent promising avenues for future research.

A.2 More on Training Procedure

We summarize the training procedure of the proposed CompILer in Algorithm 1.
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Algorithm 1: Training Procedure of CompILer for composition-IL
1 Input: Training data for T tasks, where each image x has a set of three labels: c, s and o. Three

prompt pools Pω with corresponding keys Kω , where ω ∈ {s, o, c}. Pre-trianed feature
extractor f(·), pre-trained input embedding layer fe(·), pre-trained transformer encoder layer
fr(·), cross attention layer CrossAttn(·, ·), classifiers φω(·), GeM fusion GeMω(· · · ).

2 Initialize: Pω , Kω , CrossAttn(·, ·), φω(·), GeMω(· · · )
3 for t = 1, · · · , T do
4 for each sample in the batch do
5 Estimate the prompt-specific loss Lp = λ1Linter + λ2Lintra;
6 Calculate query feature of object and composition qo(x) = qc(x) = f(x)[0, :];
7 Lookup top-k object keys Ko and composition keys Kc;
8 Select top-k prompts associated with the keys in Po and Pc;
9 Fuse the selected prompts by P o = GeMo(P

s1
o , P s2

o , · · · , P sk
o ) and

P c = GeMc(P
s1
c , P s2

c , · · · , P sk
c );

10 Perform object-injected state prompting by: qs(x) = CrossAttn(f(x)[0, :],P o);
11 Lookup top-k state keys Ks;
12 Select top-k state prompts associated with the keys in Ps;
13 Fuse the selected state prompts by P s = GeMs(P

s1
s , P s2

s , · · · , P sk
s );

14 Calculate the input embedding sequence xe = fe(x);
15 Prepending xe with fused prompts by xp = [P c;P s;P o;xe];
16 Feed xp to a transformer encoder layer fr(·) and achieve P r

s, P r
o and P r

c
17 Calculate the probability by p(ω | x) = φω(P

r
ω);

18 Estimate per sample loss Lx = LSCE + λ3Lsur;
19 end
20 Calculate per batch loss LB by accumulating (Lx + Lp).
21 end
22 Output:The network and its network parameters Φ.

A.3 Empirical Analysis on Learned Prompts

In Section 4.1, we design multi-pool prompt learning to learn visual representations of state, object,
and composition, respectively. By applying inter-pool discrepant loss and intra-pool diversified loss,
we ensure discrepancy across pools and diversity within each pool. To validate the effectiveness of the
approach, we conduct t-SNE visualization on the prompt pools within the three experiment settings.
Figure 8 illustrates that the learned knowledge across the three pools is remarkably discriminative,
suggesting that each pool has effectively captured unique features. Meanwhile, the prompts within
each pool exhibit a relatively wide dispersion demonstrating that the learned information within each
pool is diversified.

A.4 Empirical Analysis of Generalized-mean Prompt Fusion

The detailed operation of Generalized-mean Prompt Fusion is elaborated on Section 4.3. The
parameter η in Eq. 6 can be learnable as this operation is differentiable, allowing it to be included in
the whole back-propagation process. To prove that, the corresponding derivatives of Eq. 6 are given
by:

∂P ω

∂P si
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P ω
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ω

η

)
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(11)

A.5 Empirical Analysis of Symmetric Cross Entropy Loss

In this section, we delve into why symmetric cross entropy (SCE) loss can effectively mitigate noisy
data in the dataset. We define two distributions, q and p, where q = (k | x) represents the ground
truth class distribution for sample x and p = (k | x) represents the predicted class distribution. The
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(a) Split-Clothing (5 tasks) (b) Split-UT-Zappos (5 tasks) (c) Split-UT-Zappos (10 tasks)

Figure 8: The t-SNE visualization of learned prompts on Split-Clothing (5 tasks), Split-UT-Zappos(5
tasks), and Split-UT-Zappos (10 tasks). The composition prompts are colored in yellow, the state
prompts in green, and the object prompts in blue.
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Figure 9: Impact of hyper-parameters on average accuracy in Split-UT-Zappos (5 tasks).

relation between the cross entropy H(q, p) and KL-divergence KL(q ∥ p) is expressed as:

KL(q ∥ p) = H(q, p)−H(q), (12)

in which H(q) denotes the entropy of q. From the perspective of KL divergence, the optimization
objective is to make the prediction distribution p closely resemble the ground truth distribution q,
essentially minimizing their KL divergence. However, in the presence of noise within the dataset,
q may not accurately reflect the ground-truth class distribution, whereas p might reveal the real
distribution. Therefore, it becomes necessary to consider the reverse direction of KL divergence, i.e.
KL(p ∥ q) and construct symmetric KL divergence represented by:

SKL(q ∥ p) = KL(q ∥ p) +KL(p ∥ q). (13)

By transferring this idea from KL divergence to cross entropy, the formula for symmetric cross
entropy is given by:

SCE = CE +RCE = H(q, p) +H(p, q), (14)

where RCE = H(p, q) is the reverse counterpart of H(q, p), known as reverse cross entropy.

A.6 More on Hyper-parameter Analysis

We investigate the impact of several hyper-parameters, as depicted in Fig. 9. Specifically, we explore
the influence of weights in the total loss. We present the results of tuning the weight λ1, λ2, and
λ3 on the Split-UT-Zappos (5 tasks). The average accuracy shown in Fig. 9(a), (b), and (c) initially
exhibits an increasing trend, followed by an overall decreasing trend. CompILer reaches its peak
performance when λ1 = 1.0, λ2 = 3e− 6, and λ3 = 0.7.

A.7 More on Ablation Studies

Effect of multi-pool prompt learning. In addition to presenting the results of Avg ACC, FTT,
and HM on Split-Clothing (5 tasks) for multi-pool prompt learning, we also include the remaining
results for State and Object in Table 7. An intriguing observation is that the model achieves the best
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Table 7: Ablate the multi-pool prompt learning on Split-Clothing (5 tasks). C, S, and O denote the
composition pool, state pool, and object pool, respectively.

Prompt Pool Split-Clothing (5 tasks)
C S O Avg Acc FTT(↓) State Object HM
✓ 80.01 12.85 83.25 94.45 88.50
✓ ✓ 88.10±0.11 7.79±0.04 90.42±0.02 96.91±0.10 93.55±0.04
✓ ✓ 88.09±0.50 7.26±0.54 91.67±0.19 96.00±0.03 93.52±0.13
✓ ✓ ✓ 88.38±0.08 8.01±0.42 91.15±0.10 96.32±0.02 93.66±0.02

Table 8: Ablate the guidance on Split-Clothing (5 tasks).
Dataset Split-Clothing (5 tasks)

Guidance Avg Acc FTT(↓) State Object HM
None 88.45±0.10 7.93±0.11 91.26±0.11 96.28±0.01 93.70±0.03
S→O 88.27±0.02 7.99±0.05 90.99±0.22 96.53±0.19 93.67±0.01
O→S 89.21±0.24 7.26±0.60 91.81±0.23 96.67±0.01 94.18±0.06

results for Object when the object pool is used exclusively, while it reaches the peak performance
for State when only the state pool is introduced. This phenomenon suggests that incorporating
the primitive prompt pools significantly aids in learning the representations of the corresponding
primitives. Furthermore, when the model integrates the state prompt pool alone, not only does the
accuracy of state is improved, but the accuracy of object also experiences significant gains, and
vice versa. This implies that the learning of one type of primitive representation is crucial for the
learning of another. Only when all three pools are integrated does the model achieve state-of-the-art
performance in the most important metrics, namely average accuracy and HM.

Effect of object-injected state prompting. In this section, we report the remaining results for
object-injected state prompting on Split-Clothing (5 tasks) as shown in Table 8. State-injected object
prompting (S→O) introduces interference information for composition learning, resulting in a decline
across all metrics expect Object. By contrast, object-injected state prompting (O→S) leads to a
significant improvement across all metrics, demonstrating the effectiveness of the proposed method.

Effect of generalized-mean prompt fusion. We show the intact results of the ablation study on
pooling methods on Split-Clothing (5 tasks) in Fig. 9. It is obvious that max pooling hits the lowest
result, while integrating mean pooling leads to a stable growth. Only deploying Generalized-mean
pooling achieves the state-of-the-art results, surging from 84.70 to 89.21 in Avg Acc and plunging to
7.26 in FTT. Consequently, the theory that GeM pooling can diminish the irrelevant information and
emphasize the crucial aspects is proved.

Effect of loss functions. Eventually, we present supplementary ablation experiments on loss functions
in Table 10 and 11. The first row indicates that the model is optimized using cross entropy loss
exclusively which achieves the poorest results. Furthermore, integrating either reverse cross entropy
loss, inter-pool prompt discrepancy loss, or intra-pool diversity loss contributes to improvements
across all metrics. Notably, the effectiveness of reverse cross entropy loss is higher on Split-UT-
Zappos (5 tasks) compared to that on Split-Clothing (5 tasks). To conclude, the best performance is
achieved when all loss functions are simultaneously employed.

A.8 More on Qualitative Results

More qualitative results are presented to demonstrate the effectiveness of CompILer. We conducted a
comparative analysis of the prediction results between CompILer and L2P [43] on Split-Clothing (5
tasks), Split-UT-Zappos (5 tasks) and Split-UT-Zappos (10 tasks). The ground truth is presented in
the first row, followed by the prediction results of CompILer and L2P in the second and third rows,
respectively. As illustrated in the Fig. 10, CompILer achieves correct predictions for all the images,
while L2P consistently yields wrong classification results due to ambiguous composition boundary.
Specifically, L2P exhibits a higher occurrence of misclassification on states compared to objects,
which can be attributed to the disproportionate emphasis placed on objects, diminishing the model’s
focus on states. This experiment proves that CompILer effectively enhances the model’s attention
towards states, resulting in an improved overall fine-grained perception capability.
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Table 9: Ablate the pooling on Split-Clothing (5 tasks).
Dataset Split-Clothing (5 tasks)
Pooling Avg Acc FTT(↓) State Object HM

Max 84.70±0.64 12.24±2.25 86.79±0.96 96.84±0.01 91.54±0.30
Mean 87.80±0.12 7.82±0.01 90.78±0.12 96.14±0.01 93.38±0.03
GeM 89.21±0.24 7.26±0.60 91.81±0.23 96.67±0.01 94.18±0.06

Table 10: Ablate the loss function on Split-Clothing (5 tasks).
Loss function Split-Clothing (5 tasks)

LCE LRCE Linter Lintra Avg Acc FTT(↓) State Object HM
✓ 88.17±0.08 8.08±0.27 90.99±0.21 96.41±0.08 93.62±0.03
✓ ✓ 88.36±0.37 8.33±0.11 90.88±0.30 96.64±0.05 93.67±0.06
✓ ✓ 88.32±0.56 7.82±0.64 90.85±0.57 96.61±0.07 93.66±0.12
✓ ✓ 88.42±0.30 8.23±0.06 91.18±0.04 96.44±0.10 93.73±0.06
✓ ✓ ✓ 88.61±0.61 7.72±0.87 90.94±0.68 96.85±0.02 93.81±0.17
✓ ✓ ✓ ✓ 89.21±0.24 7.26±0.60 91.81±0.23 96.67±0.01 94.18±0.06

Table 11: Ablate the loss function on Split-UT-Zappos (5 tasks).
Loss function Split-UT-Zappos (5 tasks)

LCE LRCE Linter Lintra Avg Acc FTT(↓) State Object HM
✓ 44.83±0.15 19.49±2.93 55.07±0.25 79.06±0.06 64.92±0.18
✓ ✓ 45.47±0.07 20.14±0.43 55.92±0.05 79.14±0.13 65.47±0.03
✓ ✓ 45.58±0.04 19.64±0.37 56.02±0.04 79.25±0.01 65.64±0.01
✓ ✓ 45.62±0.13 20.13±0.14 55.98±0.24 79.45±0.20 65.68±0.08
✓ ✓ ✓ 46.01±0.69 19.50±0.86 56.31±0.72 79.53±0.05 65.94±0.40
✓ ✓ ✓ ✓ 46.48±0.26 19.27±0.75 56.85±0.34 79.56±0.04 66.31±0.15
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Figure 10: More qualitative results. For each sample, top row is ground-truth label (in black), middle
row is CompILer prediction, and bottom row is L2P [43] prediction. The primitives in green and red
refer to correct and incorrect predictions.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction effectively summarize the paper’s contributions
and scope, outlining the key claims and objectives.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in both the paper and the appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the full set of assumptions and a complete proof for each theoretical
result.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide comprehensive implementation details and code to ensure the
experiments are reproducible.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provides open access to the data and code, along with sufficient
instructions to faithfully reproduce the experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all the training and test details, including but not limited to: data
splits, hyperparameters, how they were chosen, type of optimizer, etc.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper appropriately reports the relevant information about the statistical
significance of the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide sufficient information on the computer resources in implementation
details section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper aligns with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss potential societal impacts of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly credited the creators and original owners of assets used our paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The new assets introduced in the paper are well documented and the documen-
tation is provided alongside the assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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