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Abstract

Simulation-based inference (SBI) is constantly in search of more expressive and
efficient algorithms to accurately infer the parameters of complex simulation mod-
els. In line with this goal, we present consistency models for posterior estimation
(CMPE), a new conditional sampler for SBI that inherits the advantages of recent
unconstrained architectures and overcomes their sampling inefficiency at inference
time. CMPE essentially distills a continuous probability flow and enables rapid
few-shot inference with an unconstrained architecture that can be flexibly tailored
to the structure of the estimation problem. We provide hyperparameters and de-
fault architectures that support consistency training over a wide range of different
dimensions, including low-dimensional ones which are important in SBI work-
flows but were previously difficult to tackle even with unconditional consistency
models. Our empirical evaluation demonstrates that CMPE not only outperforms
current state-of-the-art algorithms on hard low-dimensional benchmarks, but also
achieves competitive performance with much faster sampling speed on two realistic
estimation problems with high data and/or parameter dimensions.

1 Introduction

Simulation-based inference (SBI) comprises a family of computational methods for modeling the
hidden properties of complex systems by means of simulation [1, 2]. In recent years, deep learning –
and generative models in particular – have proven indispensable for scaling up SBI to challenging
inverse problems [3–7]. Recently, multiple streams of neural SBI research have been capitalizing on
the rapid progress in generative modeling of unstructured data by re-purposing existing generative
architectures into general inverse problem solvers for applications in the sciences [8–11]. In line with
the above trend, we contribute a new contender to the growing suite of SBI methods for amortized
Bayesian inference.

Within the class of deep generative models, score-based diffusion models [12–15] and flow matching
algorithms [16, 17] have recently attracted significant attention due to their sublime performance as
realistic generators. Diffusion models and flow matching are strikingly flexible but require a relatively
expensive multi-step sampling phase to denoise samples [12]. To address this shortcoming, Song
et al. [18] proposed consistency models (CMs), which are trained to perform few-step generation by
design and have since emerged as a standalone generative model family. Thus, CMs appear attractive
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Figure 1: Experiments 1–3. 1000 posterior draws for one unseen test instance per task, as well
as sampling time in milliseconds. All amortized neural approximators were trained with a small
budget of M = 1024 simulations. The bottom row shows the posterior predictive distribution
in the kinematics task, and the pink cross-hair indicates the true end location x of the robot arm.
Across all benchmarks, CMPE (Ours) yields the best trade-off between fast sampling speed and
high accuracy. ACF: affine coupling flow, NSF: neural spline flow, FMPE: flow matching posterior
estimation, CMPE: consistency model posterior estimation (Ours), K# denotes K sampling steps
during inference.

as a backbone architecture for SBI workflows due to their unique combination of unconstrained
architectures and fast sampling speed – a conceptual advantage over the current state-of-the-art in
neural SBI.

However, paradoxically, CMs may struggle with low-dimensional estimation problems, which are
less important for image generation but crucial in typical SBI applications: These SBI applications
are often characterized by relatively low-dimensional parameter spaces, even though the conditioning
vectors (i.e., observables) might be high-dimensional [e.g., 3, 19–21]. Additionally, the quality of
conditional CMs as few-step Bayesian samplers has not yet been explored empirically (e.g., in terms
of probabilistic calibration and precision), even though this is crucial for their application in science
and engineering. Lastly, while CMs for image generation are trained on enormous amounts of data,
training data are typically scarce in SBI applications. In our empirical evaluations, we demonstrate
that CMs are competitive with state-of-the-art SBI algorithms in low-data regimes using our adjusted
settings (see Appendix A for details).

In this paper, we propose conditional CMs for SBI along with generalizable hyperparameter settings
that achieve competitive performance with much faster sampling speed on both challenging low-
dimensional benchmarks and high-dimensional applied problems. Our main contributions are:

1. We adapt consistency models to simulation-based Bayesian inference and propose consis-
tency model posterior estimation (CMPE);

2. We showcase the fundamental advantages of consistency models for amortized simulation-
based inference: expressive unconstrained architectures and fast inference;

3. We demonstrate that CMPE outperforms NPE (normalizing flows) on three benchmark
experiments (see Figure 1 above), is competitive with FMPE (flow matching) on Bayesian
image denoising, and surpasses both NPE and FMPE on a challenging scientific simulator
of tumor spheroid growth.

2 Preliminaries and related work

This section recaps simulation-based inference (SBI) via normalizing flows, flow matching, and
score-based diffusion models. Readers familiar with these topics can safely fast-forward to Section 3.
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2.1 Notation

In the following, the neural network training relies on a synthetic training set {(θ(m),x(i))}Mm=1,
which consists of parameter-data tuples. Each superscript m marks one training example, namely, a
tuple of a latent parameter vector and an observable data set which was generated from the parameter
vector. The total simulation budget for training the neural networks follows as M . We summarize
the D-dimensional latent parameter vector of the simulator as θ ≡ (θ1, . . . , θD). Further, each data
set x ≡ {xn}Nn=1 is a matrix whose rows consist of N vector-valued observations. Accordingly, one
parameter vector θ(m) yields one data set x(m) from the simulator (see Section 2.2). In Bayesian
inference, we aim to infer the unknown parameters θ of the mechanistic simulator, which are not to
be confused with the trainable neural network weights ϕ.

2.2 Simulation-based inference (SBI)

Computer simulations play a fundamental role across countless scientific disciplines, ranging from
physics to biology, and from climate science to economics [2]. Simulators g(·, ·) generate observables
x ∈ X as a function of unknown parameters θ ∈ Θ and latent program states ξ ∈ Ξ [1]:

x = g(θ, ξ) with θ ∼ p(θ), ξ ∼ p(ξ |θ) (1)

The forward problem in Equation 1 is typically well-understood through scientific theories instantiated
as generative models. The inverse problem, however, is much harder, and forms the crux of Bayesian
inference: reduce uncertainty about the unknowns θ based on observables x through the posterior
distribution p(θ |x) ∝ p(θ) p(x |θ). The key property of neural SBI and early approximate Bayesian
computation [ABC; 22, 23] methods is that they approach the inverse problem by sampling (i.e.,
simulating) from the forward model. Thus, the forward model acts as an implicit statistical model [24]
that enables proper Bayesian inference in the limit of infinite simulations. In contrast, likelihood-based
methods (e.g., MCMC) depend on the explicit evaluation of the likelihood p(x |θ).
We can classify neural SBI methods into sequential [e.g., 10, 25–29] and amortized [e.g., 5, 9–11, 30–
35] methods. Sequential inference algorithms iteratively refine the prior p(θ) to generate simulations
in the vicinity of the target observation. Thus, they are not amortized, as each new observed data set
requires a potentially costly re-training of the neural approximator tailored to the particular target
observation. However, most sequential methods can be turned amortized by training the neural
approximator to generalize over the entire prior predictive space of the model. This allows us to query
the approximator with any new data set during inference. In fact, amortization can be performed
across any component of the model, including multiple data sets [5] and contextual factors, such
as the number of observations in a data set [31], heterogeneous data sources [36], or even different
probabilistic models [37, 38]. Our current work is situated in the amortized setting.

2.3 Normalizing flows for neural posterior estimation

Neural posterior estimation (NPE) methods for SBI have traditionally relied on conditional discrete
normalizing flows for learning a conditional neural density estimator pϕ(θ |x) from simulated pairs
(θ,x) of parameters and data [8, 39]. Normalizing flows can learn closed-form approximate densities
via maximum likelihood training:

LNPE = Ep(θ,x)[− log pϕ(θ |x)] (2)

Two prominent normalizing flow architectures in SBI are affine coupling flows [ACF; 40] and
neural spline flows [NSF; 41]. A major disadvantage of these architectures is their strict bijectivity
requirement: it restricts the design space of the neural networks to invertible functions with cheap
Jacobian calculations, hence the desire for more flexible architectures. In the following, we will
briefly recap recent works that have pioneered the use of multi-step, unconstrained architectures for
SBI, inspired by the success of such models in a variety of generative tasks [13, 15].

2.4 Flow matching for posterior estimation

Wildberger et al. [11] applied flow matching techniques [16, 17] in SBI, an approach abbreviated as
flow matching posterior estimation (FMPE). FMPE is based on optimal transport [42, 43], where
the mapping between base and target distribution is parameterized by a continuous process driven
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by a vector field µ on the sample space for each time step t ∈ [0, 1]. Here, the distribution at t = 1
could be a unit Gaussian N (0, I) and the distribution at t = 0 is the target posterior. The FMPE loss
replaces the maximum likelihood term in the NPE objective (Eq. 2) with a conditional flow matching
objective,

LFMPE = Ep(x,θ)

[∫ 1

0

∥ut(θt |θ)− µϕ(θt, t;x)∥2 dt
]
, (3)

where µϕ denotes the conditional vector field parameterized by a unconstrained neural network with
trainable parameters ϕ, and ut denotes a marginal vector field, which can be as simple as ut(θt |θ) =
θ1 − θ for all t [17]. We obtain posterior draws θ0 ∼ p(θ |x) by solving dθt = −µ(θt, t;x) in
reverse on t ∈ [0, 1], starting with noise samples θ1 ∼ N (0, I). We can use any off-the-shelf ODE
solver for transforming noise θ1 into a draw θ0 from the approximate posterior. In principle, the
number of steps K in the ODE solver can be adjusted by setting the step size dt = 1/K. Decreasing
the number of steps increases the sampling speed, but FMPE is not designed to optimize few-step
sampling performance. We confirm this in our experiments with a rectified flow that encourages
straight-path solutions [17].

2.5 Neural posterior score estimation

Another approach to simulation-based inference with unconstrained networks lies in neural posterior
score estimation [NPSE; 10], which can either feature single-round inference (amortized) or multiple
sequential inference rounds on a particular data set (non-amortized). This stream of research uses
conditional score-based diffusion models [12, 44] to learn the posterior distribution. With a slightly
different focus, [9] factorize the posterior distribution and learn scores of the diffused posterior for
subsets (down to a single observation) of a larger data set. Subsequently, the information from the
subsets is aggregated by combining the learned scores to approximate the posterior distribution of
the entire data set. Crucially, both methods rely on the basic formulation of score-based diffusion
models: They gradually diffuse the target distribution according to the following diffusion process,

dθt = µ(θt, t; x)dt+ σ(t)dwt, (4)

with drift coefficient µ, diffusion coefficient σ, time t ∈ [0, T ], and Brownian motion {wt}t∈[0,T ].
At each time t, the current (diffused) distribution of θ conditional on x is denoted as pt(θ |x).
Crucially, the distribution at t = 0 equals the target posterior distribution, p0(θ |x) ≡ p(θ |x), and
the distribution at t = T is set to be Gaussian noise (see below). Song et al. [12] prove that there
exists an ordinary differential equation (“Probability Flow ODE”) whose solution trajectories at time
t are distributed according to pt(θ |x),

dθt =
[
µ(θt, t;x)−

1

2
σ(t)2∇ log pt(θt |x)

]
dt, (5)

where∇ log pt(θt |x) is the score function of pt(θ |x). This differential equation is usually designed
to yield a spherical Gaussian noise distribution pT (θ |x) ≈ N (0, T 2I) after the diffusion process.
Since we do not have access to the target posterior p(θ |x), score-based diffusion models train a
time-dependent score network sϕ(θt, t,x) ≈ ∇ log pt(θt |x) via score matching and insert it into
Eq. 5. Setting µ(θt, t; x) = 0 and σt =

√
2t, the estimate of the Probability Flow ODE becomes

dθt = −tsϕ(θt,x, t)dt [45]. Finally, we can generate a random draw from the noise distribution
θT ∼ N (0, T 2I) and solve the Probability Flow ODE backwards for a trajectory {θt}t∈[T,0]. The
end of the trajectory θ0 represents a draw from the approximate posterior p0(θ0 |x) ≈ p(θ |x).
Numerical stability. The solver is usually stopped at a fixed small positive number t = ε to prevent
numerical instabilities [18], so we use θε to denote the draw from the approximate posterior. For
simplicity, we will also refer to θε as the trajectory’s origin.

3 Consistency model posterior estimation

Diffusion models have one crucial drawback: At inference time, they require solving a differential
equation for each posterior draw which slows down their sampling speed. This is particularly
troublesome in SBI applications which may require thousands of samples for thousands of data sets
[e.g., >1M data sets in 7]. Consistency models [CMs; 18] address this problem with a new generative
model family that supports both single-step and multi-step sampling. In the following, we summarize
key ideas of CMs [18, 46] with a focus on conditional sampling for the purpose of SBI.
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3.1 Conditional consistency models

The consistency function f : (θt, t; x) 7→ θε maps points across the solution trajectory {θt}t∈[T,ε] to
the trajectory’s origin θε given a fixed conditioning variable (i.e., observation) x and the probability
flow ODE in Eq. 5. To achieve this with established score-based diffusion model architectures, we
can use a unconstrained neural network Fϕ(θ, t; x) which is parameterized through skip connections
of the form

fϕ(θ, t; x) = cskip(t)θ + cout(t)Fϕ(θ, t; x), (6)
where cskip(t) and cout(t) are differentiable and fulfill the boundary conditions cskip(ε) = 1 and
cout(ε) = 0. Consistency models are originally motivated as a distillation technique for diffusion
models. However, Song et al. [18] show that training consistency models in isolation is possible, and
we base our method on their direct approach.

Sampling. Once the consistency model has been trained, generating draws from the approximate
posterior is straightforward by drawing samples from the noise distribution, θT ∼ N (0, T 2I), which
shall then be transformed into samples from the target distribution, like in a standard diffusion
model. In contrast to diffusion models, however, we do not need to solve a sequence of differential
equations for this transformation. Instead, we can use the learned consistency function fϕ to obtain
the one-step target sample θε = fϕ(θT , T ; x). What is more, inference with consistency models
is not actually limited to one-step sampling. In fact, multi-step generation is possible with an
iterative sampling procedure, which we will describe in the following. For a sequence of time points
ε = t1 < t2 < · · · < tK = T and initial noise θK ∼ N (0, T 2I), we calculate

θk ← fϕ(θk+1, tk+1; x) +
√

t2k − ε2zk (7)

for k = K − 1,K − 2, . . . , 1, where zk ∼ N (0, I) and K − 1 is the number of sampling steps
[18, 46]. The resulting sample is usually better than a one-step sample.

3.2 Consistency models for simulation-based inference

Originally developed for image generation, consistency models can be applied to learn arbitrary dis-
tributions. The unconstrained architecture enables the integration of specialized architectures for both
the data x and the parameters θ. Due to the low number of passes required for sampling (in contrast
to flow matching and diffusion models), more complex networks can be used while maintaining
low inference time. In theory, consistency models combine the best of both worlds: unconstrained
networks for optimal adaptation to parameter structure and data modalities, while enabling fast
inference speed with few network passes. Currently, this comes at the cost of explicit invertibility,
which limits the computation of posterior densities. More precisely, single-step consistency models
do not allow density evaluations at an arbitrary parameter value θ but only at a set S of approximate
posterior draws {θ(1)

ε , . . . ,θ(S)
ε }. However, this is sufficient for important downstream tasks like

marginal likelihood estimation, importance sampling, or self-consistency losses. In contrast, multi-
step consistency sampling defines a Markov chain which cannot be evaluated without an additional
density estimator (see Section 3.5 for details). In accordance with the taxonomy from Cranmer et al.
[1], we call our method consistency model posterior estimation (CMPE). While we focus on posterior
estimation, using consistency models for likelihood emulation is a natural extension of our work.

As a consequence of its fundamentally different training objective, CMPE is not just a faster version
of FMPE. Instead, it shows qualitative differences to FMPE beyond a much faster sampling speed. In
Experiment 4, we show that CMPE is less dependent on the neural network architecture than FMPE,
making it a promising alternative when the optimal architecture for a task is not known. Further,
we consistently observe good performance in the low-data regime, rendering CMPE an attractive
method when training data is scarce. In fact, data availability is a common limiting factor for complex
simulators in engineering [47] and science [e.g., molecular dynamics; 48].

3.3 Optimization objective

We formulate the consistency training objective for CMPE, which extends the unconditional training
objective from Song and Dhariwal [46] with a conditioning variable x to cater to the SBI setting,

LCMPE(ϕ,ϕ
−) = E

[
λ(ti) d(u(ϕ, ti+1;x),u(ϕ

−, ti;x))
]

(8)
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where λ(t) is a weighting function, d(u,v) is a distance metric, z ∼ N (0, I) is unit Gaussian noise,
and the arguments for the distance metric amount to the outputs of the consistency function obtained
at two neighboring time indices ti and ti+1,

u(ϕ, ti+1;x) = fϕ(θ + ti+1z, ti+1; x), u(ϕ−, ti;x) = fϕ−(θ + tiz, ti; x). (9)

The teacher’s neural network weights ϕ− are a copy of the student’s weights which are held constant
during each step via a stopgrad operator, ϕ− ← stopgrad(ϕ). We follow Song and Dhariwal
[46] using λ(ti) = 1/(ti+1− ti) and d(u,v) =

√
∥u− v∥22 + c2− c from the Pseudo-Huber metric

family. Appendix A contains more details on discretization and noise schedules.

3.4 Hyperparameter tuning

Consistency training introduces several additional hyperparameters, but there is limited theoretical
guidance on how to select most of them. Within the scope of this paper, we rely on empirical search
to identify the hyperparameters that are the most relevant for tuning efforts. As stated above, the
maximum time T determines the standard deviation of the latent distribution. It should be larger
than the magnitude of the target distribution [18]. Values that are too low might lead to biased
sampling, while values that are too high can make the training process more difficult. The minimum
and maximum number of discretization steps s0, s1 during training also influence the final result
in our experiments. For s0, a sufficiently low value (e.g. 10) should be chosen. For s1, smaller
values around 50 seem beneficial for stable training, especially when the number of epochs is low.
When longer training is possible, increasing s1 might lead to improved accuracy. We summarize our
recommended hyperparameter choices for SBI applications in Appendix C.

3.5 Density estimation

Using the change-of-variable formula, we can express the posterior density of a single-step sample as

pε(θ |x) = pT (θT = f−1
ϕ (θε, T ; x))

∣∣∣∣det(∂θT

∂θε

)∣∣∣∣ , (10)

where f−1
ϕ (θ, T ;x) is the implicit inverse of the consistency function and ∂θT /∂θε is the result-

ing Jacobian. While we cannot explicitly evaluate f−1
ϕ (θε, T ; x), we can generate samples from

θT ∼ N (0, T 2I) and use autodiff for evaluating the Jacobian because the consistency surrogate fϕ is
differentiable. Thus, we cannot directly evaluate the posterior density at arbitrary θ. Yet, evaluating
the density at a set of S posterior draws {θε}Ss=1 suffices for crucial downstream tasks, such as
marginal likelihood estimation [49], neural importance sampling [21], or self-consistency losses [50].

For the purpose of multi-step sampling, the latent variables θK ,θK−1, . . . ,θ1 form a Markov chain
with a change-of-variables (CoV) given by Köthe [51]:

p(θ1 |x) = p(θK)

K∏
k=2

p(θk−1 |θk,x)

p(θk |θk−1,x)
. (11)

Due to Eq. 7, the backward conditionals are given by p(θk−1 |θk,x) = N (fϕ(θk, tk;x) , (t
2
k−ε2)I).

Unfortunately, the forward conditionals p(θk |θk−1,x) are not available in closed form, but we could
learn an amortized surrogate model q(θk |θk−1) capable of single-shot density estimation based on
a data set of execution paths {θ1:K}. This method would work well for relatively low-dimensional
θ, which are common throughout scientific applications, but may diminish the efficiency gains of
CMPE in higher dimensions. We leave an extensive evaluation of different surrogate density models
to future work.

3.6 Choosing the number of sampling steps

The design of consistency models enables one-step sampling (see Eq. 7). In practice, however, using
two steps significantly increases the quality in image generation tasks [46]. We observe that few-step
sampling with approximately K = 5−15 steps provides the best trade-off between sample quality
and compute for SBI, particularly in low-dimensional problems. This is roughly comparable to the
speed of neural one-step estimators like affine coupling flows or neural spline flows in Experiments
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1–3 (see Figure 2a). The number of steps can be chosen at inference time, so practitioners can
easily adjust this for a given situation. We noticed that approaching the maximum trained number of
discretization steps can lead to overconfident posterior distributions. See Section C.5 for an empirical
evaluation of the relation between sampling quality and number of sampling steps.

4 Empirical evaluation

Our experiments cover three fundamental aspects of SBI. First, we perform an extensive evaluation
on three low-dimensional experiments with bimodal posterior distributions from benchmarking suites
for inverse problems [52, 53]. The simulation-based training phase is based on a fixed training set
{(x(m),θ(m)

∗ )}Mm=1 of M tuples of data sets x(m) and corresponding ground-truth parameters θ(m)
∗ .

Second, we focus on an image denoising example which serves as a sufficiently high-dimensional
case study in the context of SBI [32, 54]. Third, we apply our CMPE method to a computationally
challenging scientific model of tumor spheroid growth and showcase its superior performance for
a complex simulator from cell biology [19]. We implement all experiments using the BayesFlow
Python library for amortized Bayesian workflows [55].

Evaluation metrics. We evaluate the experiments based on well-established metrics to gauge the
accuracy and calibration of the results. All metrics are computed on a test set of J unseen instances
{(x(j),θ(j)

∗ )}Jj=1. In the following, S denotes the number of (approximate) posterior samples that
we draw for each instance J . First, the easy-to-understand root mean squared error (RMSE) metric
quantifies both the bias and variance of the approximate posterior samples across the test set as
1
J

∑J
j=1

√
1
S

∑S
s=1

(
θ(j)
s − θ(j)

∗
)2

. Second, we estimate the squared maximum mean discrepancy
[MMD; 56] between samples from the approximate vs. reference posterior, which is a kernel-based
distance between distributions. Third, as a widely applied metric in SBI, the C2ST score uses an
MLP classifier to distinguish samples from the approximate and reference posteriors. The resulting
test accuracy of the classifier is the C2ST score, which ranges from 1 (samples are perfectly separable
→ bad posterior) to 0.5 (samples are indistinguishable → perfect posterior). Finally, we assess
uncertainty calibration through simulation-based calibration (SBC; [57]): All uncertainty intervals
Uq(θ | x) of the true posterior p(θ | x) are well calibrated for every quantile q ∈ (0, 1),

q =

∫∫
I[θ∗ ∈ Uq(θ | x)] p(x | θ∗) p(θ∗)dθ∗dx, (12)

where I[·] is the indicator function. Discrepancies from Eq. 12 indicate deficient calibration of an
approximate posterior. The expected calibration error (ECE) aggregates the median SBC error of
central credible intervals of 20 linearly spaced quantiles q, averaged across the test set.

Contender methods. We compare affine coupling flows [ACF; 40], neural spline flows [NSF; 41],
flow matching posterior estimation [FMPE; 11], and consistency model posterior estimation (CMPE;
ours). We use identical unconstrained neural networks for FMPE and CMPE to ensure comparability.
Appendix C lists the hyperparameters of all models in the experiments.

4.1 Experiment 1: Gaussian mixture model

We illustrate CMPE on a 2-dimensional Gaussian mixture model with two symmetrical components
[9, 50]. The symmetrical components are equally weighted and have equal variance,

θ ∼ N (θ |0, I), x ∼ 1
2 N (x |θ, I

2 ) +
1
2 N (x | −θ, I

2 ), (13)

where N (· |µ,Σ) is a Gaussian distribution with location µ and covariance matrix Σ. The resulting
posterior distribution is bimodal and point-symmetric around the origin (see Figure 1 top-left). Each
simulated data set x consists of ten exchangeable observations {x1, . . . ,x10}, and we train all
architectures on M = 1024 training simulations. We use a DeepSet [58] to learn 6 summary statistics
for each data set jointly with the inference task.

Results. As displayed in Figure 1, both ACF and NSF fail to fit the bimodal posterior with separated
modes. FMPE successfully forms disconnected posterior modes, but shows visible overconfidence
through overly narrow posteriors. The visual sampling performance of CMPE is superior to all
other methods. In this task, we observe that CMPE does not force us to choose between speed or
performance relative to the other approximators. Instead, CMPE can outperform all other methods
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Figure 2: C2ST score of 4000 approximate posterior draws vs. reference posterior (lower is better)
for J = 100 unseen test examples. (a) CMPE (Ours) outperforms all other methods through both
faster and more accurate inference on the GMM benchmark (mean±SD). (b) CMPE (Ours) with 10
sampling steps shows superior performance up to a training budget of 4096 instances on the Two
Moons benchmark (mean±SE).

simultaneously with respect to both speed and performance, as quantified by lower C2ST to the
reference posterior across J = 100 test instances (see Figure 2a). If we tolerate slower sampling,
CMPE achieves peak performance at K = 10 inference steps. Most notably, CMPE outperforms
1000-step FMPE by a large margin, even though the latter is approximately 75× slower.

4.2 Experiment 2: Two moons

This experiment studies the two moons benchmark [27, 49, 52, 59]. The model is characterized
by a bimodal posterior with two separated crescent moons for the observed point xobs = (0, 0)⊤

which an approximator needs to recover. We repeat the experiment for different training budgets
M ∈ {512, 1024, 2048, 4096, 8192} to probe each method under varying data availability. While
M = 512 is a very small budget for the two moons benchmark, M = 8192 is considered sufficient.

Results. Trained on a simulation budget of M = 1024 examples, CMPE consistently explores both
crescent moons and successfully captures the local patterns of the posterior (see Figure 1, middle
row). Both the affine coupling flow and the neural spline flow fail to fully separate the modes. Most
notably, if we aim to achieve fast sampling speed with FMPE by reducing the number of sampling
steps during inference, FMPE shows visible overconfidence with 30 sampling steps and markedly
deficient approximate posteriors with 10 sampling steps. In stark contrast, CMPE excels in the
few-step regime. Figure 2b illustrates that all architectures benefit from a larger training budget.
CMPE with 10 steps emerges as the superior architecture in the low- and medium-data regime up
to M = 4096 training instances. FMPE with 1000 steps outperforms the other approximators by a
small margin for the largest training budget of M = 8192 instances. Keep in mind, however, that
1000-step FMPE is approximately 30–70× slower than ACF, NSF, and CMPE in this task.

4.3 Experiment 3: Inverse kinematics

Proposed as a benchmark task for inverse problems by Kruse et al. [53], the inverse kinematics model
aims to reconstruct the configuration (θ1, θ2, θ3, θ4) = θ ∈ R4 of a multi-jointed 2D robot arm for a
given end position x ∈ R2 (see Figure 1, bottom left). The input to the forward process g : θ 7→ x are
the initial height θ1 of the arm’s base, as well as the angles θ2, θ3, θ4 at its three joints. The inverse
problem aims to determine the posterior distribution p(θ |x), which represents all arm configurations
θ that end at the observed 2D position x of the arm’s end effector.

Results. On the challenging small training budget of M = 1024 training examples, CMPE with
K = 30 sampling steps visually outperforms all other methods with respect to posterior predictive
performance while maintaining fast inference (see Figure 1). On the C2ST metric, CMPE outperforms
normalizing flows (ACF, NSF), but is in turn surpassed by 1000-step FMPE (see Figure 4b), which is
however 85× slower (FMPE: 6565ms, CMPE: 78ms). In contrast to the other empirical evaluations,
the simulator in this benchmark lacks aleatoric uncertainty [60] and the plausible parameter values
are tightly bounded through the geometry of the problem, which might explain this pattern.
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4.4 Experiment 4: Bayesian denoising

Parameter 

T-Shirt/Top Trouser Pullover Dress Coat Sandal Shirt Sneaker Bag Ankle Boot

Observation x

Mean

Std.Dev

Figure 3: Experiment 4. CMPE denoising
results on Fashion MNIST (U-Net backbone,
K = 2 sampling steps, 60 000 training im-
ages). First row: Original image (target param-
eters θ). Second row: Blurred image (obser-
vations x). Third and fourth row: Means and
standard deviations of the approximate posteri-
ors. Note: For standard deviations, darker re-
gions indicate larger variability in the outputs.
Adapted from [49]. More in Appendix C.6.

This experiment demonstrates the feasibility of
CMPE for a high-dimensional inverse problem,
namely, Bayesian denoising on the Fashion MNIST
data set [61]. The unknown parameter θ ∈ R784

is the flattened original image, and the observa-
tion x ∈ R784 is a blurred and flattened version
of the crisp image from a simulated noisy camera
[32, 49, 54]. We compare CMPE and FMPE in a
standard (60k training images) and a small data (2k
training images) regime. As both methods allow
for unconstrained architectures, we can assess the
effect of the architectural choices on the results by
evaluating both methods using a suboptimal naı̈ve
architecture vs. the established U-Net [62].

Neural architectures. The naı̈ve architecture con-
sists of a convolutional neural network [CNN; 63]
to convert the observation into a vector of latent
summary statistics. We concatenate input vector,
summary statistics, and a time embedding and feed
them into a multi-layer perceptron (MLP) with four
hidden layers consisting of 2048 units each. This
corresponds to a situation where the structure of the observation (i.e., image data) is known, but the
structure of the parameters is unknown or does not inform a bespoke network architecture. In this
example, however, we can leverage the prior knowledge that our parameters are images. Specifically,
we can incorporate inductive biases into our network architecture by choosing a U-Net architecture
which is optimized for image processing [i.e., an adapted version of 64]. Again, a CNN learns a
summary vector of the noisy observation, which is then concatenated with a time embedding into the
conditioning vector for the neural density estimator.

Table 1: Experiment 4: RMSE and MMD between the
ground-truth image vs. 100 draws from the approximators
trained on 2 000 and 60 000 training images, aggregated over
100 test images. For MMD, we draw one denoised sample
per test image and calculate the MMD between the denoised
samples and the original images. Time per draw.

Models RMSE ↓ MMD (± SD) [× 10−3] ↓ Time ↓
2 000 60 000 2 000 60 000

na
ı̈v

e FMPE 0.836 0.597 171.53 ±1.61 95.26 ± 1.21 15.4ms
CMPE (Ours) 0.388 0.293 102.09 ± 3.24 57.90 ± 1.59 0.3ms

U
-N

et FMPE 0.278 0.217 17.38 ± 0.10 14.50 ± 0.05 565.8ms
CMPE (Ours) 0.311 0.238 18.49 ± 0.12 16.08 ± 0.05 0.5ms

Results. We report the aggregated
RMSE, MMD, and the time per sam-
ple for both methods and architectures
(Table 1). FMPE is not able to gen-
erate good samples for the naı̈ve ar-
chitecture, whereas CMPE produces
acceptable samples even in this subop-
timal setup. This reduced susceptibil-
ity to suboptimal architectures might
become a valuable feature in high-
dimensional problems where the struc-
ture of the parameters cannot be ex-
ploited. The U-Net architecture en-
ables good sample quality for both
methods, highlighting the advantages of unconstrained architectures. The MMD values align well
with a visual assessment of the sample quality, therefore we deem it an informative metric to compare
the results (see Section C.6 for visual inspection). The U-Net architecture paired with a large training
set provides detailed and versatile samples of similar quality for CMPE and FMPE. CMPE enables
50−1000× faster inference than FMPE because it only requires two neural network passes for
sampling, while achieving better (naı̈ve) or competitive (U-Net) quality.

4.5 Experiment 5: Tumor spheroid growth

We conclude our empirical evaluation with a complex multi-scale model of 2D tumor spheroid growth
[19, 65]. The model has 7 unknown parameters which govern single-cell behavior (agent-based) as
well as the extracellular matrix description (PDE-based). Crucially, running simulations from this
model on consumer-grade hardware is rather expensive (≈ 1 minute for a single simulation), so there
is a desire for methods that can provide reasonable estimates for a limited offline training budget.
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Here, we compare the performance of the four contender methods in this paper on a fixed training
set of M = 19 600 simulations with J = 400 simulations as a test set to compute performance
metrics. The contender methods are affine coupling flows (ACF), neural spline flows (NSF), and
flow-matching posterior estimation (FMPE), as these are among the most popular choices for neural
SBI to date. Our main contender is FMPE as a free-form architecture, and we use the exact same
inference network for both FMPE (µϕ – field network) and CM (fϕ – consistency network). Across
all methods, we use a hybrid LSTM-Transformer architecture to transform high-dimensional summary
statistics of variable length into fixed length embedding vectors h(x). Appendix C.7 provides more
details on the neural network architectures and training hyperparameters.

Table 2: Experiment 5. RMSE, ECE, and sam-
pling time are computed for 2000 posterior sam-
ples, aggregated over 400 unseen test instances.
Max ECE denotes the worst-case marginal cali-
bration error across all 7 model parameters.

Model RMSE ↓ Max ECE ↓ Time ↓

ACF 0.589 0.021 1.07s
NSF 0.590 0.027 1.95s
FMPE 30# 0.582 0.222 17.13s
FMPE 1000# 0.583 0.057 500.90s
CMPE 2# (Ours) 0.616 0.064 2.16s
CMPE 30# (Ours) 0.577 0.018 18.33s

Results. CMPE outperforms the alternative neu-
ral methods via better accuracy and calibration, as
indexed by lower RMSE and ECE on 400 unseen
test instances (see Table 2). The speed of the sim-
pler ACF is unmatched by the other methods. In
direct comparison to its unconstrained contender
FMPE, CMPE simultaneously exhibits (i) a slightly
higher accuracy; (ii) a drastically improved calibra-
tion; and (iii) much faster sampling (see Figure 6
in the Appendix). For this simulator, FMPE did not
achieve satisfactory calibration performance with
up to K = 100 inference steps, so Table 2 reports
the best FMPE results for K = 1000 steps.

5 Discussion

We presented consistency model posterior estimation (CMPE), a novel approach to perform accurate
simulation-based Bayesian inference on large-scale models while achieving fast inference speed.
CMPE enhances the capabilities of state-of-the-art neural posterior estimation by combining few-step
sampling with unconstrained neural architectures. To assess the effectiveness of CMPE, we applied
it to a set of 3 low-dimensional benchmark tasks that allow intuitive visual inspection, as well as a
high-dimensional Bayesian denoising experiment and a scientific tumor growth model. Across our
experiments, CMPE emerges as a competitive method for simulation-based Bayesian inference, as
evidenced by a holistic assessment of posterior accuracy, calibration, and inference speed.

Limitations. Our proposed CMPE method has two core limitations, which we specifically highlight
again in this paragraph. First, consistency models do not directly yield tractable densities for
arbitrary parameter values (see Section 3.5 for a remedy). Second, the relation between inference
time (number of sampling steps K) and performance (posterior accuracy) is not monotonic, as
elucidated in Experiment 1, (see Figure 2a). We provide more details and report the CMPE posterior
quality (quantified by C2ST) as a function of the number of sampling steps for all three benchmark
experiments in Section C.5. This phenomenon is not a drawback per se, but rather a counter-intuitive
attribute of consistency models. In practice, it can easily be addressed by performing a brief sweep
over the number of sampling steps (K = 1, . . . ,Kmax) during inference time and choosing an
optimal K based on user-defined metrics (e.g., calibration or MMD on a validation set). Given the
very fast inference speed of CMPE and the observed U-shaped relation between sampling steps and
performance, this approach does not generally come with a relevant computational burden.

Perspectives. Future work might aim to further reduce the number of sampling steps towards one-step
inference in SBI tasks to achieve even faster sampling speed in time-sensitive applications. This
might be achieved via extensive automated hyperparameter optimization, tailored training schemes,
or consistency model inference in a compressed latent space. Furthermore, consistency trajectory
models [CTMs; 66] are a closely related generative model family, whose conditional formulation
might prove useful for SBI as well. Overall, our results demonstrate the potential of CMPE as a novel
simulation-based inference tool. Its unique combination of highly expressive unconstrained neural
networks with fast sampling speed renders CMPE a new contender for SBI workflows in science and
engineering, where both time and performance are essential.
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Christian Bürkner. JANA: Jointly Amortized Neural Approximation of Complex Bayesian
Models. In Robin J. Evans and Ilya Shpitser, editors, Proceedings of the 39th Conference
on Uncertainty in Artificial Intelligence, volume 216 of Proceedings of Machine Learning
Research, pages 1695–1706. PMLR, 2023.

[50] Marvin Schmitt, Daniel Habermann, Paul-Christian Bürkner, Ullrich Koethe, and Stefan T.
Radev. Leveraging self-consistency for data-efficient amortized Bayesian inference. In NeurIPS
UniReps: the First Workshop on Unifying Representations in Neural Models, 2023.
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A Consistency training details

Table 3 details all functions and parameters required for training. Except for the choice of parameters
s0, s1, ε, Tmax and σdata we exactly follow the design choices proposed by Song and Dhariwal [46],
which improved our results compared to the choices in Song et al. [18]. Song and Dhariwal [46]
showed that that the Exponential Moving Average of the teacher’s parameter ϕ− should not be used
in Consistency Training, therefore we omitted it in this paper.

Table 3: Design choices: Table and values adapted to our notation from Song and Dhariwal [46,
Table 1].

Loss metric d(x,y) =
√
∥x− y∥22 + c2 − c

Discretization scheme N(k) = min(s02
⌊k/K′⌋, s1) + 1 where K ′ = ⌊K/(log2⌊s1/s0⌋+ 1)⌋

Noise schedule ti, where i ∼ p(i) and p(i) ∼ erf
(

log(ti+1)−Pmean√
2Pstd

)
− erf

(
log(ti)−Pmean√

2Pstd

)
Weighting function λ(ti) = 1/(ti+1 − ti)

Skip connections cskip(t) = σ2
data/((t− ε)2 + σ2

data), cout(t) = σdata(t− ε)/
√
σ2

data + t2

Parameters

s0 = 10, s1 = 50 except where indicated otherwise
c = 0.00054

√
d, where d is the dimensionality of θ

Pmean = −1.1, Pstd = 2.0
k ∈ 0, . . . ,K − 1, where K is the total training iterations

ti =
(
ε1/ρ + i−1

N(k)−1

(
T

1/ρ
max − ε1/ρ

))ρ

, ρ = 7, ε = 0.001, Tmax = 200

B Evaluation metrics

Especially for multi-modal distributions, some of the standard metrics may behave in unexpected
ways. This impedes an interpretation of the results and can lead to misleading conclusions. In this
section, we want to highlight the peculiarities of some of the metrics, and highlight where caution is
necessary when they are applied to the presented benchmarks.

B.1 C2ST

As an expressive classifier, C2ST is most sensitive to regions without distribution overlap. In our
experiments, this results in a pronounced punishment of overconfident posteriors. For limited training
data and distributions without sharp edges (e.g., the Gaussian mixture model), some overconfidence
is usually given, as samples from the outer tails are simply not present in the training set. As the
accuracy is used as a measure, a smaller number of very improbable samples (e.g., samples in the
region between two modes) do not influence the results a lot.

In consequence, C2ST may deviate from the visual judgment in important ways. First, overconfident
posteriors look more ”precise“, but are punished by C2ST. Second, samples between modes are very
salient, but may not influence the results of C2ST a lot.

For distributions with sharp edges and more or less uniform density in a given mode, c2st is very
capable in judging the overlap of two distributions, which then is a good measure of quality. This
applies to the two-moons example, where we can observe the expected behavior of a larger training
budget leading to more accurate results (Figure 2b).

B.2 MMD

By capturing and comparing the moments of two distributions, MMD provides a more holistic view
than C2ST. It is also applicable to a wider range of cases, as it generalizes to high dimensions. The
exact behavior can be controlled by choosing the kernel function. In our experiments, we observe
MMD to be less sensitive for distributions with sharp edges (i.e., two moons), where C2ST seems
to provide more reasonable results. We also observe a low sensitivity to samples between modes,
leading to unexpected results compared to visual inspection.
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B.3 Summary

Calculating meaningful metrics given only samples from two distributions is a challenging task.
Ideally, the metrics would reward similar density and punish samples in the low-density regions of the
reference distribution. Especially the latter seems to be hard to achieve. Even when metrics work fine
for small deviations from the ideal distribution, the behavior for different forms of larger deviations,
as they occur in challenging problems or cases with low training budget, might not be easily grasped
or interpreted. That makes it difficult to compare different methods producing qualitatively different
deviations (e.g., overconfidence vs. underconfidence) from the reference distribution.

C Additional details and results

For neural network training, we used a Mac M1 CPU for Experiments 1–3, an NVIDIA V100 GPU
for Experiment 4, an NVIDIA RTX 4090 GPU for Experiment 5, and an NVIDIA H100 GPU for
Experiment 6. The evaluation scripts were executed on a Mac M1 CPU for Experiments 1–2, on
an NVIDIA V100 GPU for Experiments 3–4, on an NVIDIA RTX 4090 GPU for Experiment 5,
and on an NVIDIA V100 GPU for Experiment 6. The computation time for Experiments 1–5 is
approximately one day, with the evaluations (e.g., reference posteriors, C2ST computations, MMD
computations taking up a considerable amount of time. However, our proposed CMPE method
is designed to be carried out on consumer-grade hardware for applied analyses on real data sets,
which usually requires minutes to hours of training and can be executed on CPUs depending on the
application. In contrast, the large-scale analysis in Experiment 6 requires 2–3 days of training time
on high-performance computing infrastructure [see 11, for details on this setting].

C.1 Experiment 1

Neural network details. All architectures use a summary network to learn fixed-length representa-
tions of the i.i.d. data x = {x1, . . . ,x10}. We implement this via a DeepSet [58] with 6-dimensional
output. Both ACF and NSF use 4 coupling layers and train for 200 epochs with a batch size 32.
CMPE relies on an MLP with 2 hidden layers of 256 units each, L2 regularization with weight 10−4,
10% dropout and an initial learning rate of 10−4. The consistency model is instantiated with the
hyperparameters s0 = 10, s1 = 1280, Tmax = 1. Training is based on 2000 epochs with batch size
64. FMPE and CMPE use an identical MLP, and the only difference is the initial learning rate of
10−5 for FMPE to alleviate instable training dynamics.

C.2 Experiment 2

Neural network details. CMPE uses an MLP with 2 layers of 256 units each, L2 regularization
with weight 10−5, 5% dropout, and an initial learning rate of 5 · 10−4. The consistency model uses
s0 = 10, s1 = 50, Tmax = 10, and it is trained with a batch size of 64 for 5000 epochs. Both ACF
and NSF use 6 coupling layers of 128 units each, kernel regularization with weight γ = 10−4, and
train for 200 epochs with a batch size 32. FMPE uses the same settings and training configuration as
CMPE.

C.3 Experiment 3

The three robot arm segments have lengths 0.5, 0.5, 1.0. The parameters θ = (θ1, θ2, θ3, θ4) follow a
Gaussian prior θ ∼ N (0,σ2I) with σ2 = ( 1

16 ,
1
4 ,

1
4 ,

1
4 ). Neural network details. CMPE relies on

an MLP with 2 layers of 256 units each, L2 regularization with weight 10−5, 5% dropout, and an
initial learning rate of 5× 10−4. The consistency model uses s0 = 10, s1 = 50, and trains for 2000
epochs with a batch size of 32. FMPE uses the same MLP and training configuration as CMPE. Both
ACF and NSF use 6 coupling layers of 128 units each, kernel regularization with weight γ = 10−4,
and train for 200 epochs with a batch size 32. The reference posterior is obtained using approximate
Bayesian Computation (ABC), with ε = 0.002, which corresponds to 1/1000 of the arm length.
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Figure 4: C2ST score of 4000 approximate posterior draws vs. reference posterior (lower is better),
we report mean±SE over J = 100 unseen test examples. (a) For the GMM benchmark, we observe
an unexpected pattern for the dependency on the training budget. The C2ST score increases or
stays approximately constant across all methods, indicating that in this regime a higher training
budget leads to inferior performance, for example due to a tendency to overfit with more training
data. It could also be a sign that the C2ST is not a good quality metric for this benchmark, but the
monotonically decreasing curve for higher-quality samples (i.e., more sampling steps) for FMPE in
Figure 2a indicates that the behavior can probably be attributed to the training budget and not to the
metric. See Appendix B for a more detailed discussion. (b) In this task, it is more challenging to
achieve excellent C2ST scores because there is no aleatoric uncertainty in the data-generating process.
CMPE outperforms ACF and NSF. FMPE performs best and can benefit most from the increased
training budget.
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C.4 Unstandardized wall-clock times

Table 4 gives an overview of the observed wall-clock training times for the benchmark tasks in
Experiments 1–3. These results have been measured on a consumer-grade CPU (Apple Silicon
M1 processor). We emphasize that these do not constitute a principled timing benchmark under
standardized conditions, and the training times between algorithms are not directly comparable.
We train each algorithm for a fixed number of epochs, rather than training until some pre-defined
accuracy metric has been achieved. This is because no single reported metric holistically quantifies
the accuracy in the investigated benchmark tasks, as explained in more detail in Appendix B. Further,
we observed degrading performance of both normalizing flow implementations for larger numbers of
epochs despite dropout and regularization. Instead of a comprehensive benchmark timing test, the
results shall show that CMPE does in fact require slightly longer training times compared to FMPE
given the same neural network backbone. We attribute this to the student-teacher training scheme
which necessitates more neural network evaluations (not gradient updates) during training. However,
the much faster inference speed of CMPE constitutes a significant advantage for real-time amortized
Bayesian inference, which is why the drawback of longer neural network training is acceptable.

M = 512 M = 1024 M = 2048 M = 4096 M = 8192

Gaussian Mixture

ACF 105 189 352 565 1056
NSF 118 203 359 646 1327

FMPE 715 1278 2008 3973 7508
CMPE 867 1471 2401 4390 10102

Two Moons

ACF 42 66 118 225 453
NSF 60 86 146 257 515

FMPE 175 289 498 890 1805
CMPE 195 323 571 1064 2173

Inverse Kinematics

ACF 43 70 124 234 439
NSF 63 99 169 297 552

FMPE 97 166 311 551 1095
CMPE 107 194 358 719 1397

Table 4: Wall-clock training times on the benchmark tasks. M denotes the available simulation
budget for the neural network training stage.
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Figure 5: Experiment 1-3. C2ST score of 4000 approximate posterior draws vs. reference posterior
(lower is better), we report mean±SE over J = 100 unseen test examples at different numbers
of inference steps. The minimum C2ST value is achieved around 10-20 inference steps for every
benchmark, after which the value increases again.

C.5 Empirical evaluation of optimal number of inference steps

For Experiments 1–3, we evaluate the performance of CMPE (as indexed by C2ST) as a function
of the number of sampling steps K during inference. Figure 5 shows that there is no monotonic
relationship where more compute leads to better results. Instead, we observe a U-shaped relationship
with a performance maximum at K = 10−20 sampling steps. This seemingly counter-intuitive
phenomenon is a consequence of the consistency training, which aims to achieve few-step sampling
and thus has no incentive to optimize the consistency function for a large number K of sampling
steps.

C.6 Experiment 4

The Fashion MNIST data set is released under MIT license [61]. We compare samples from a
2× 2× 2 design: Two methods, CMPE and FMPE, are trained on two network architectures, a naı̈ve
architecture and a U-Net architecture, using 2 000 and 60 000 training images. Except for the batch
size, which is 32 for 2 000 training images and 256 for 60 000 training images, all hyperparameters
are held constant between all runs. We use an AdamW optimizer with a learning rate of 5 · 10−4 and
cosine decay for 20 000 iterations, rounded up to the next full epoch. As both methods use the same
network sizes, this results in an approximately equal training time between methods (approximately
1-2 hours on a Tesla V100 GPU), with a significantly lower training time for the naı̈ve architecture.
Neural network details. For CMPE, we use s0 = 10, s1 = 50, σ2

data = 0.25 and two-step sampling.
For FMPE, we follow Wildberger et al. [11] and use 248 network passes. Note that this is directly
correlated with inference time: Choosing a lower value will make FMPE sampling faster, a larger
value will slow down FMPE sampling. We show samples for each method (CMPE, FMPE), backbone
architecture (MLP, U-Net), and simulation budget (2 000, 6 000) at the end of the appendix.
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(b) CMPE (Ours) 30 steps
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(c) FMPE 30 steps

3.0 2.5 2.0 1.5 1.0
Log Division Depth ( 1)

1.0

1.5

2.0

2.5

3.0

Lo
g 

Di
vi

sio
n 

Ra
te

 (
2)

(d) FMPE 1000 steps

Figure 6: Experiment 5. Posterior draws for two parameters of the tumor growth model. Cross-hair
and pink star indicate the ground-truth parameter that we aim to recover for one fixed data set x.
The gray region depicts the prior distribution. CMPE (Ours) shows no visible bias even for two-step
inference, but an improved sharpness when we increase the number of sampling steps to 30. In
contrast, FMPE with 30 sampling steps (comparable speed to CMPE) yields a biased posterior. The
posterior of FMPE with 1000 inference steps visibly improves but is orders of magnitude slower than
CMPE with 30 steps.

C.7 Experiment 5

Neural network details. Both CMPE and FMPE use an MLP with 4 hidden layers of 512 units each
and 20% dropout. CMPE and FMPE train for 1000 epochs with a batch size of 64. The consistency
model uses s0 = 10, s1 = 50, Tmax = 50. ACF and NSF employ a coupling architecture with
learnable permutations, 6 coupling layers of 128 units each, 20% dropout, and 300 epochs of training
with a batch size of 64.

The input data consists of multiple time series of different lengths. As proposed by Schmitt et al. [36]
for SBI with heterogeneous data sources, we employ a late fusion scheme where the input modalities
are first processed by individual embedding networks, and then fused. First, the data on tumor size
growth curves enters an LSTM which produces a 16-dimensional representation of this modality.
Second, the information about radial features is processed by a temporal fusion transformer with 4
attention heads, 64-dimensional keys, 128 units per fully-connected layer, and 10−4 L2 regularization
on both weights and biases. These latent representations are then concatenated and further fed through
a fully-connected two-layer perceptron of 256 units each, 10−4 L2 regularization on weights and
biases, and 32 output dimensions.

Figure 7 shows calibration plots for all methods. We observe that our CMPE method with 30 inference
steps leads to the best calibration, with affine coupling flows and neural spline flows performing
similarly with respect to the expected calibration error (ECE).
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Affine Coupling Flow (ACF)
RMSE 0.589, max ECE 0.021, inference time 1.07s

Fractional Rank Statistic

Neural Spline Flow (NSF)
RMSE 0.590, max ECE 0.027, inference time 1.95s

Fractional Rank Statistic

Flow Matching (FMPE), 30 steps
RMSE 0.582, max ECE 0.222, inference time 17.13s

Fractional Rank Statistic

Flow Matching (FMPE), 1000 steps
RMSE 0.583, max ECE 0.057, inference time 500.90s

Fractional Rank Statistic

Consistency Model (CMPE; Ours), 2 steps
RMSE 0.616, max ECE 0.064, inference time 2.16s

Fractional Rank Statistic

Consistency Model (CMPE; Ours), 30 steps
RMSE 0.577, max ECE 0.018, inference time 18.33s

Fractional Rank Statistic

Figure 7: Calibration plots for Experiment 5. The gray envelopes represent the 95% confidence bands
for sufficient calibration. Inference times refers to the wall-clock time (in seconds) required to draw
2000 posterior samples. We emphasize the best performance for each metric in green, and the worst
performance for each metric in darkred.
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Figure 8: Pairplot of univariate and bivariate posterior draws obtained from CMPE (ours) and
FMPE. FMPE clearly outperforms CMPE in this application, where the latter shows pathologically
underexpressive posteriors that do not capture the nuances with acceptable detail (see text for details
and hypotheses).

C.8 Experiment 6

In this additional experiment, we apply CMPE to gravitational wave inference of the binary black hole
merger GW150914. Our analysis parallels the study of Wildberger et al. [11] who apply FMPE to
this challenging scientific task. To this end, we implement our CMPE algorithm in the Dingo library
for analyzing gravitational wave data using neural posterior estimation [67]. Dingo implements a
sophisticated analysis pipeline that is carefully tailored to gravitational wave inference. As in previous
experiments, we compare FMPE and CMPE based on identical neural network backbones with a
total of ≈ 190 Million neural network weights, and we refer to Wildberger et al. [11] for a detailed
description of the experimental setup. The consistency model uses s0 = 10, s1 = 1280, Tmax =
50, σdata = 1.

Similar to Wildberger et al. [11], we show the bivariate posterior marginals for a subset of all
14 inference parameters in Figure 8. FMPE successfully captures the posterior geometry [which
matches a ground-truth posterior from a slow reference method; see 11]. In contrast, CMPE yields
a pathologically underexpressive posterior which mostly resembles a multivariate Gaussian (with
some minor mixture contributions for α). Yet, the maximum a posteriori (MAP) estimates of CMPE
and FMPE mostly align (up to CMPE covering both posterior modes for α), which indicates that
CMPE does distill information from the model. We suspect that the pathologically poor performance
of CMPE is related to (i) issues in our re-implementation of CMPE interfacing the Dingo library; or
(ii) misaligned hyperparameters for this specific application. We will continue troubleshooting and
invite the interested reader to watch the accompanying GitHub repository for updates.
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Figure 9: CMPE - U-Net architecture - 2 000 training images. CMPE denoising results from each
class of Fashion MNIST obtained using a U-Net architecture and two-step sampling. A small training
set of 2 000 images was used.
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Figure 10: CMPE - U-Net architecture - 60 000 training images. CMPE denoising results from
each class of Fashion MNIST obtained using a U-Net architecture and two-step sampling. A large
training set of 60 000 images was used.
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Figure 11: FMPE - U-Net architecture - 2 000 training images. FMPE denoising results from each
class of Fashion MNIST obtained using a U-Net architecture. A small training set of 2 000 images
was used.
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Figure 12: FMPE - U-Net architecture - 60 000 training images. FMPE denoising results from
each class of Fashion MNIST obtained using a U-Net architecture. A large training set of 60 000
images was used.
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Figure 13: CMPE - Naı̈ve architecture - 2 000 training images. CMPE denoising results from
each class of Fashion MNIST obtained using the naı̈ve architecture described above and two-step
sampling. A small training set of 2 000 images was used.
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Figure 14: CMPE - Naı̈ve architecture - 60 000 training images. CMPE denoising results from
each class of Fashion MNIST obtained using the naı̈ve architecture described above and two-step
sampling. A large training set of 60 000 images was used.
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Figure 15: FMPE - Naı̈ve architecture - 2 000 training images. FMPE denoising results from each
class of Fashion MNIST obtained using the naı̈ve architecture described above. A small training set
of 2 000 images was used.
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Figure 16: FMPE - Naı̈ve architecture - 60 000 training images. CMPE denoising results from
each class of Fashion MNIST obtained using the naı̈ve architecture described above. A large training
set of 60 000 images was used.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We claim that consistency models combine the expressiveness of unconstrained
neural network architectures with fast sampling speed. We demonstrate this combination of
desirable properties across all five experiments.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss two potential drawbacks of consistency models for simulation-
based inference: (i) The relation between inference time (number of sampling steps) and
performance (posterior accuracy) is not monotonic; and (ii) consistency models do not
directly yield tractable densities for arbitrary parameter values. We mention these drawbacks
throughout the main text and also included a dedicated Limitations section. Further, we
propose solutions to these issues in Section 3.6, Section 5, and Section 3.5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We disclose all details of the neural network architectures, neural network
training, data (synthetic simulators or fixed data sets), and evaluation metrics.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide open access to the code to reproduce all results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
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