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Abstract

Spiking neural networks (SNNs), inspired by biological processes, use spike
signals for inter-layer communication, presenting an energy-efficient alternative to
traditional neural networks. To realize the theoretical advantages of SNNs in energy
efficiency, it is essential to deploy them onto neuromorphic chips. On clock-driven
synchronous chips, employing shorter time steps can enhance energy efficiency
but reduce SNN performance. Compared to the clock-driven synchronous chip,
the event-driven asynchronous chip achieves much lower energy consumption
but only supports some specific network operations. Recently, a series of SNN
projects have achieved tremendous success, significantly improving the SNN’s
performance. However, event-driven asynchronous chips do not support some
of the proposed structures, making it impossible to integrate these SNNs into
asynchronous hardware. In response to these problems, we propose the Spiking
Token Mixer (STMixer) architecture, which consists exclusively of operations
supported by asynchronous scenarios, including convolutional, fully connected
layers and residual paths. Our series of experiments also demonstrates that STMixer
achieves performance on par with spiking transformers in synchronous scenarios
with very low timesteps. This indicates its ability to achieve the same level of
performance with lower power consumption in synchronous scenarios. The codes
are available at https://github.com/brain-intelligence-lab/STMixer_
demo.

1 Introduction

Spiking neural networks (SNNs) are bio-inspired neural networks that use spike signals as a carrier
for inter-layer transmission. Because of the spiking mechanism, SNNs have the potential to turn
high-precision multiplication into addition, which makes them a better energy-saving infrastructure
[Maass, 1997, Roy et al., 2019]. However, such an advantage in efficiency is not guaranteed for
typical hardware [Kim et al., 2019] but for neuromorphic chips [Akopyan et al., 2015, Davies et al.,
2018b, Pei et al., 2019]. The computational energy of the synchronous neuromorphic hardware
is affected by the amount of calculation, the spike frequency, and the SNN time steps [Rathi and
Roy, 2020, Li et al., 2021]. And synchronous hardware provides support for nearly all matrix
operations, even allowing for the execution of mixed networks that combine the ANN and SNN.
In order to achieve low power consumption on synchronous hardware, SNNs must consider using
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shorter time steps. But too few time steps may potentially undermine the performance of SNNs. On
the other hand, in theory, event-driven asynchronous hardware serves as an ideal implementation
platform for such a mechanism. On the event-driven hardware, each neuron is configured as an
independent entity driven by events rather than the high-frequency clock. Compared to synchronous
scenarios, asynchronous scenarios impose more stringent constraints on network architecture. Hence,
in asynchronous neuromorphic hardware, SNN usually utilizes the soft-reset Integrate-and-Fire
(IF) model as the fundamental neuron model. The supported network operations in asynchronous
scenarios adhere to the rule that matrix multiplication should take place between a spike matrix and a
fixed float weight matrix. Consequently, due to the accumulation of membrane potential in the IF
neuron, spike arrival timing errors do not significantly impact subsequent layers.

Over the past years, there have been a lot of efforts dedicated to advancing the performance of
SNNs across various datasets. These efforts have explored a multitude of perspectives, aiming to
optimize the training pipeline [Neftci et al., 2019, Wu et al., 2018, Li et al., 2021, Deng et al., 2023],
refine the optimization objectives [Deng et al., 2021, Guo et al., 2022b], and design the network
structure [Fang et al., 2021a, Zhou et al., 2023b,a]. Recently, Spikformer [Zhou et al., 2023b,a] has
achieved remarkable results by incorporating the Transformer into SNN, resulting in unprecedented
performance gains across a wide range of datasets. Spikformer has designed a new attention
module, SSA, which aligns Spikformer with the forward rules of SNN during the inference phase.
Such progression in a Spikformer-like design theoretically eliminates the need for high-precision
matrix multiplication. Spikformer-like models have indeed demonstrated significant performance
improvements in synchronous hardware or GPU simulation. However, an easily overlooked point is
their feasibility in implementing asynchronous hardware. In event-driven scenarios, the spike arrival
times may not be as precise as in synchronous scenarios with hardware clocks. Calculating two
spike matrix multiplications or a spike matrix passing through the max-pooling layer could result in
significant differences in the output.

To address these issues, we proposed a new architecture called Spiking Token Mixer (STMixer), which
only uses asynchronous neuromorphic hardware-compatible operations, including convolutional, fully
connected layers and residual paths. STMixer still adopts the holistic framework of spikformer, which
consists of spiking patch splitting (SPS), encoders, and classification heads (Fig. 1 (A)). The encoder
module in STMixer consists of two components: the token mixing module and the channel module.
In the token mixer component of STMixer, the value matrix undergoes matrix multiplication with a
trainable attention map weight matrix (Fig. 2 (A)). This new architecture eliminates the requirement
of performing matrix multiplication between two spike matrices during the forward pass, thereby
conforming to the event-driven situation. We also analyzed and enhanced the SPS module, ensuring
its compliance with the requirements of an asynchronous environment while reducing information
loss. Furthermore, we employed the proposed mixer architecture to optimize the components of
the surrogate module [Deng et al., 2023] and used the surrogate module learning to assist the SNN
training. The following summarizes our main contributions:

• We examine problems with the SSA module in Spikformer in asynchronous scenarios and
suggest a new module, the Spiking Token Mixing (STM) module, which consists solely of
network components that cater to asynchronous environments.

• We investigate the SPS module’s asynchronous support and the information loss problem.
To address these concerns, we proposed the information protection spiking patch splitting
(IPSPS) module, which removes the maxpool layer and adds a residual path to protect
information.

• Through the network architecture search, we verified that the STMixer structure excels
among all possible configurations in terms of performance and parameter quantity. Addition-
ally, we have validated that STMixer achieves performance on par with or even surpasses
existing Spikformer-like works in synchronous scenarios by using only a single time step
across almost all datasets. This suggests that STMixer has the potential to deliver high
performance with lower power consumption in synchronous scenarios, too.
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Figure 1: The architecture of Spikformer-like networks and the issue of spiking matrix multiplication
and max pooling layers (A) The overall architecture of STMixer and Spikformer. (B) The issue of the
Max Pooling layer when there is a spike delay in asynchronous hardware. (C) The spike delay issue
of spiking matrix multiplication. When both matrices involved in matrix multiplication are composed
of spikes, the imprecise timing of spike arrival can result in inaccuracies in the computed product.

2 Related Work

2.1 Transformer-like architectures in artificial neural networks

Convolutional networks, such as ResNet and VGG, have historically been the most popular archi-
tectures in the realm of computer vision [Zheng et al., 2021, Rathi and Roy, 2020]. Some works
have tried to add attention mechanisms to visual tasks [Yao et al., 2023, Zhu et al., 2024] after being
inspired by the amazing results of transformers in NLP [Vaswani et al., 2017, Devlin et al., 2019,
Floridi and Chiriatti, 2020]. Especially, the Vision Transformer (VIT) [Dosovitskiy et al., 2020]
has demonstrated that transformer architectures can achieve remarkable performance in computer
vision tasks. VIT uses patch embedding as an input and multiple stacked transformer encoders as
the backbone. Since then, a lot of research has been done to improve performance and efficiency by
making changes to how images are stored [Parmar et al., 2018, Chen et al., 2020, Liu et al., 2021],
how attention is calculated [Shen et al., 2021, Bolya et al., 2022], and other methods [Touvron et al.,
2021, Zhang and Sabuncu, 2020]. Meanwhile, some works have revealed that just employing MLPs
as the token mixer can also lead to good performance[Tolstikhin et al., 2021, Touvron et al., 2022,
Guo et al., 2022a]. Recently, a fresh perspective has been proposed by Metaformer[Yu et al., 2022],
suggesting that the success of Transformer in visual tasks stems from the holistic encoder architecture,
where token mixer and channel mixer interact. Interestingly, Metaformer even achieved competitive
performance by employing a simple pooling layer as the token mixer. Their findings offer us novel
insights into how to modify Spikformer.

2.2 Spiking neural networks

The forward process of SNN encompasses the following rule: all high-precision matrix multiplications
should be capable of degrading to matrix additions, eliminating the need for high-precision matrix
multiplication operations after implanting in hardware [DeBole et al., 2019, Davies et al., 2018b].
However, this rule restricts the flexibility of SNNs to incorporate various operations, limiting them to
a few substructures such as the convolution layer, the fully connected layer, the pooling layer, and
so on. The majority of SNN architectural designs are indeed based on these substructures, such as
the advancements of ResNet structures like SEW-ResNet [Fang et al., 2021a] and MS-ResNet [Hu
et al., 2024], as well as the structure search efforts like AutoSNN [Na et al., 2022] and SNASNet
[Kim et al., 2022]. Recently, Spikformer [Zhou et al., 2023b] has achieved remarkable success
by integrating the transformer architecture into SNNs, attaining SOTA performance across various
datasets. The authors proposed the SSA module to ingeniously realize attention computation in SNN
while adhering to the aforementioned forward rule. At present, Spikformer and its subsequent series
[Zhou et al., 2023a, Yao et al., 2024] of improvements are steadily pushing the boundaries of SNN
performance. Nevertheless, though SSA exhibits notable performance in clock-driven hardware, it
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may encounter significant discrepancies in event-driven hardware due to the fact that the spikes may
not arrive at the same time.

3 Preliminaries

3.1 Spiking neural model

The spike neuron serves as the fundamental unit of SNN, wherein their somatics harbor membrane
potential that integrates information from the synaptic according to prescribed model principles. The
leaky integrate-and-fire (LIF) model [Lapicque, 1907] is currently the most prevalent SNN neuron
model, which describes the membrane potential update rule as follows:

H[t] =
1

τ
V [t− 1] +X[t]

S[t] = Θ (H[t]− Vth ) ,

V [t] = H[t](1− S[t]) + Vreset S[t],

(1)

where V [t] is the membrane potential, τ is the membrane time constant, and S[t] is the output in time
t, it would be equal to 1 or 0, which means if there is a spike or not. Θ(·) means the Heaviside step
function, which equals 1 when H[t] exceeds the threshold value Vth . Furthermore, we employ the
hard reset mechanism, which means the membrane potential will reset to the reset potential when the
neuron fires a spike.

3.2 Spikformer

We use the Spikingformer [Zhou et al., 2023a] architecture as the foundational framework of our
network. Spikingformer addresses the issue of residual connections in Spikformer by using membrane
potential residual instead of spiking residual. The overall structure of Spikingformer, as depicted in
Fig. 1 (A), comprises three main components: Spiking Patch Splitting (SPS), an encoder module,
and a classification head. The SPS consists of five convolutional layers, where the first four layers
are followed by a max pooling layer. The function of SPS is to perform convolution processing and
downsampling on input images, resulting in an output matrix with the shape D × h× w. Eventually,
this matrix is flattened into N (N = h × w) patches, each with a D-dimensional vector. The
classification head consists of an adaptive average pooling layer, which is used for downsampling,
and a fully connected layer, responsible for obtaining the network’s final output. The classification
head will introduce floating-point matrix multiplication, so it needs to be deployed on the CPU.
Because the calculation amount of the classification head is very small, it will not cause much energy
overhead or inference delay but will greatly improve SNN performance [Zhou et al., 2023a].

The most important component of Spikformer is its encoder module, which consists of two cells
and residual connections (Fig. 1 (A)). Cell 2 corresponds to the Feed Forward Network (FFN) in
VIT. It consists of two fully connected layers designed for channel mixing. Cell 1 refers to the
Spiking Self-Attention (SSA) module proposed by the Spikformer. SSA has been demonstrated
to be more suitable for SNN compared to vanilla self-attention (VSA). In SSA, when the input is
X ∈ RN×D, the query (Q ∈ RN×D), key (K ∈ RN×D), and value (V ∈ RN×D) are computed
using the following equations:

Q = SNQ (BN (XWQ)) ,K = SNK (BN (XWK)) , V = SN V (BN (XWV )) (2)

where WQ,WK ,WV ∈ RD×D are learnable weight matrices, SN means spiking neural (LIF model)
activation, and BN denotes the batch normalization layer. The authors of Spikformer argue that in
ANN, the presence of outliers or negative values in the query and key makes the attention map require
a softmax function. However, since the output of eqn. 2 is a binary matrix that only consists of 0 and
1, there are no outliers or negative values. Therefore, they directly perform matrix multiplication on
the three matrices to obtain the output of SSA:

SSA(Q,K, V ) = SN
(
QKTV ∗ s

)
(3)

where s = 0.125 is a constant factor.
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4 Methodology

4.1 Event-driven Scenarios

In ideal asynchronous scenarios, each neuron is an autonomous entity solely focused on updating its
membrane potential upon receiving spike signals, then firing a spike once the membrane potential
exceeds the threshold. Since the model in asynchronous scenarios lacks the specific hardware clock
to control the spike firing and arriving time, it is inevitable to encounter temporal errors in the spike
arrival time. In the extreme case, it is conceivable to assume that each neuron fires spikes at an
individual time (the SNN time step T approaches infinity, and each spike fires at an individual time
step). When there are errors in the arrival time of spikes (t = t+ σ), the output sum of asynchronous
scenarios supported operations like convolution, fully connected layer, and average pooling will not
change. However, some operations that are commonly observed in synchronous scenarios may have
output errors due to input spike arrival timing error.

Maxpool layer. As shown in Fig. 1 (B), a spike at a specific location arrives one time step later in the
max pooling layer, resulting in a noticeable change in the output. This output error will further affect
the result of the subsequent convolution layer, as well as the membrane potential accumulation of
neurons and their output spikes. In the extreme case where each spike has an independent arrival time,
all the spikes will pass through the max pooling layer. Therefore, the max pooling layer needs a clock
to control the spike arrival time and cannot be simply deployed in event-driven scenarios. To address
this problem, we can simply remove the max pooling layer and change the stride of the convolutional
layer following the max pooling layer to 2 for downsampling. After this modification, when the arrival
spikes have temporal discrepancies, the cumulative membrane potential of the post-convolution spike
neurons will remain relatively stable.

Spike matrix multiplication. On the synchronization and clock-driven hardware, the query, key,
and value spike matrices can arrive on time. This guarantees that the forward SSA results on this
hardware correspond to the GPU simulation results. However, on event-driven hardware, the absence
of clock constraints often makes it challenging for spikes to arrive at precise timings. If there is
any spike loss or similar occurrence during matrix multiplication in SSA, a significant error in the
SSA output will occur. Here is a simple example that shows how the computed attention map matrix
changes significantly in SSA when there is a spike delay at a certain point in both the query and key
matrices (Fig. 1 (C)). This example shows how hard it is to make sure that the forward process with
two spike matrix multiplications runs smoothly on event-driven neuromorphic hardware.

4.2 Clock-driven Scenarios

According to Rathi and Roy [2020], Hu et al. [2024], Zhou et al. [2023a], the theoretical computational
energy consumption of SNNs on clock-driven scenarios can be defined as:

ESNN = EAC ×
L−1∑
l=2

SOP l
Conv + EMAC × (FLOP 1

Conv + FLOPL
Linear), (4)

where EAC = 0.9pJ and EMAC = 4.6pJ are the assumed energy consumption of accumulate
and multiply-and-accumulate operations, respectively, of 45nm CMOS hardware [Horowitz, 2014],
SOP l

Conv denotes the number of spike-based accumulate operations, and FLOP 1
Conv means the

computation of the first layer that encodes static RGB images into a spike matrix [Zhou et al., 2023a],
FLOPL

Linear means the computation of the classification head. And SOP l
Conv = FLOP l

Conv ·frl ·
T is affected by the SNN fire rate frl and time step T . However, recent works [Dampfhoffer et al.,
2022, Bhattacharjee et al., 2024] have pointed out that Eqn. 4.2 neglects the overhead of memory
scheduling EMem, which is much larger than EMAC .

On each time step of SNN forward inference, hardware will deal with memory scheduling, so EMAC

is also affected by the time step T . And SNNs with a large number of time steps may have a large
energy overhead in synchronous scenarios, even potentially surpassing that of ANNs under the same
structure. Therefore, we must closely examine the performance of the new SNN architecture at
extremely low time steps to ensure its adaptability to low-power scenarios.
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Figure 2: The architecture of (A) Spiking token mixing (STM) module and (B) Information protect
Spiking Patch Splitting (IPSPS) module.

4.3 STMixer

To address the aforementioned requirements in the two scenarios, we present the STMixer network
architecture. STMixer solely consists of asynchronously supported operations and performs well
at extremely low time steps (T = 1). STMixer has the same overall structure as Spikformer but
uses STM as the token mixing module and IPSPS to replace the SPS module (Fig. 1 (A)). STMixer
is controlled by three hyper-parameters: L, D, and H , which respectively control the number of
encoders, the encoding dimension, and the number of multi-heads of STM. We use the naming
convention "STMixer-L-D-H" to represent the three parameters, which is similar to Spikformer-like
works. Next, we will go into detail about the important modules in STMixer.

4.3.1 Spiking Token Mixing (STM)

As shown in Fig.2 (A), we use the STM module to realize the token mixing function. This module
utilizes a weight matrix (WSTM ∈ RN×N ) to mix the token dimension information. Mathematically,
its forward process can be expressed as follows:

STM(X) = SN (WSTMV ) = SN (WSTMSN (BN(XWV ))), (5)

Where X ∈ RN×D is the input spiking matrix of STM, V ∈ RN×D is the value matrix, and
WV ∈ RD×D is the projection matrix to acquire the value matrix V . When we simplify the
operations of the SSA module by removing the activations for query and key, the formula for SSA
can be simplified as follows:

SSA(Q,K, V ) → SN (XWQW
T
KXTV ∗ s)

= SN (XWXTV ∗ s).
(6)

After this simplification, WQ and WK can converge into a single matrix, and the attention map is
reduced to XWXT . So the objective of WSTM is to gradually fit the attention map during the training
process. And some studies also suggest that linear token mixing can capture external attention
between samples in the dataset [Guo et al., 2022a].

Furthermore, we evenly divide the value matrix V ∈ RN×D into H groups based on dimension D,
allocating a weight matrix Wh

STM ∈ RN×N to each group. This method employs different attention
weights for various patch encoding groups V h ∈ RN×D/H . It facilitates a finer granularity in token
mixing, leading to enhanced information mixing and integration among tokens. In addition, due to the
relatively modest number of tokens in the vision task, implementing multi-head in this manner would
not significantly increase the parameters and maintain the same level of computational complexity.

4.3.2 Information Loss in Spiking Patch Splitting

In a neural network, as the input X undergoes successive forward propagation layers, the inherent
information gradually dissipates. Mathematically this phenomenon can be described as:

I(X,X) ≥ I(X, f(X)) ≥ I(X, g(f(X))) · · · ≥ I(X,Y ), (7)

where I means the mutual information, f and g are the operations of network layers, and Y is the
network output. An SNN layer may lose more information than an ANN layer because the layer
output is a spike matrix, which inherently contains significantly less information than a floating-point
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Figure 3: Visualization results of random initial weight output feature maps of the SPS module. We
present the feature maps of the 100th channel and the average of all channels, and in SNN, the feature
map is the mean feature map across all time steps. When using the LIF neuron model as the activation
function for SPS, it is obvious that there is a significant information loss in the output feature map
compared to the input image. Employing the IPSPS can alleviate this information loss.

matrix. The Spiking Patch Splitting (SPS) module comprises five layers of convolutional operations
and spiking neural activation. After passing through a total of five convolutional layers and spiking
neural, the feature map may have already lost a significant amount of information contained in the
input images (Fig. 3).

Since Spikformer-like SNNs rely on convolutional layers in the SPS module for information extraction,
reducing the number of layers in the SPS module will compromise the SNN’s ultimate performance.
To address this information loss problem, we add an additional path that directly uses a convolutional
layer for input image encoding (Fig. 2 (B)). In our configuration, the encoding outputs from the
auxiliary pathway account for 1/8 of the entire SPS output feature map. This new encoding module
is called information protected spiking patch splitting (IPSPS).

There are two advantages to IPSPS: (1) IPSPS does not reduce the convolutional layers in the original
pathway; it only decreases the number of feature map channels by 1/8 for the last convolutional layer.
Theoretically, this approach should not significantly impair the SNN performance. Simultaneously,
the new pathway can provide feature maps with varying convolutional depths for subsequent encoders,
enriching the SPS output’s feature representation. (2) The output of the additional pathway in IPSPS
can be regarded as a linear transformation applied to the input image. The input feature map for the
first encoder from the additional pathway is essentially the linearly transformed input image passed
through an SNN neural layer, which maximally preserves the input image’s information.

4.4 STM on surrogate module learning

Even if we reduce the information loss of the encoder’s input, the accumulation of gradient errors
caused by surrogate gradient may still prevent SNN from achieving better performance with low time
steps. As a result, we use the surrogate module learning (SML) method [Deng et al., 2023]. The SML
is an exceptionally effective approach proposed to alleviate the issue of gradient errors in SNN by
adding an auxiliary pathway during the training phase. However, the use of large kernel convolutions
results in significant computational overhead during the training phase. In this paper, we employ the
STMixer encoder to replace the computationally intensive convolutional encoder, thereby greatly
reducing the computational overhead of SML. The STM in the surrogate module uses the GeLU
activation function and employs the same number of heads as the STM in the main structure. Finally,
we use a classification head for the output. Starting from index 0, we place a surrogate module after
every two encoders for surrogate module learning. And the number of encoders in the surrogate
module is half of the count of encoders after the place point in the main pathway.

5 Experiments

5.1 Comparison to exiting works

CIFAR. In IPSPS, we only set the stride to 2 for the last two convolutional layers, similar to
Spikformer. This implies that IPSPS downsamples the input images to a resolution of 8×8 and
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subsequently obtains 64 patches through flattening. Here, STM in STMixer uses 32 heads. And we
use the same training script as Spikeformer, the learning rate is set to 0.005, the batch size is 128, and
training total 300 epochs. As shown in Tab. 1, STMixer achieves state-of-the-art performance both
on the CIFAR-100 dataset and considering models with comparable parameter numbers and flops.
However, on the CIFAR-10 dataset, the SML method slightly outperforms the results reported by
us. This could be attributed to the larger parameter count of the structure they used or the structure
being more suitable for the CIFAR-10 dataset. These results demonstrate the potential of STMixer to
achieve excellent performance for SNN on simple static datasets, even with only one time step. It
also suggests that STMixer can serve as a competitive alternative to Spikformer-like works.

ImageNet. The IPSPS module of STMixer downsamples the input images of 224×224 resolution to
16×16 through four successive convolutional layers, ultimately obtaining 196 patches. We employ
the same training script as Spikeformer, set the batch size to 256, and set the training total epochs
to 300. All the STMixers use 16 heads for STM in ImageNet experiments. We set the time step
to 1, aiming to verify its performance under low energy consumption. The energy consumption of
synchronous hardware estimation is computed by Eqn. 4.2. As shown in Tab. 1, we even use a
much lower time step (much lower energy consumption), our STMixer-8-768-16 performs better than
Spikeformer and achieves SOTA accuracy on ImageNet. This observation highlights the substantial
potential of STMixer in synchronous and low energy scenarios.

Table 1: Performance comparison of our method with existing methods on CIFAR10/100 and
ImageNet. Param means the number of parameters.

Dataset Methods Architecture Param (M) Time Steps Energy (mJ) Accuracy (%)

CIFAR-10

tdBN [Zheng et al., 2021] ResNet-19 12.57 4 - 92.92
TET [Deng et al., 2021] ResNet-19 12.57 4 - 94.44±0.07

AutoSNN [Na et al., 2022] AutoSNN (C=128) 21 8 - 93.15
SNASNet [Kim et al., 2022] SNASNet-BW - 8 - 94.12±0.25

SpikeDHSD [Che et al., 2022] SpikeDHS-CLA (n3s1) 14 6 - 95.36±0.01
SML [Deng et al., 2023] ResNet-18 11.22 4 - 96.04±0.10

Spikformer [Zhou et al., 2023b] Spikformer-4-384 9.32 4 - 95.19
Spikingformer [Zhou et al., 2023a] Spikingformer-4-384 9.32 4 - 95.61

ours STMixer-4-384-32 8.29 1 - 95.49±0.13
4 - 96.01±0.11

CIFAR-100

tdBN [Zheng et al., 2021] ResNet-19 12.57 4 - 70.86
TET [Deng et al., 2021] ResNet-19 12.57 4 - 74.47±0.28

AutoSNN [Na et al., 2022] AutoSNN (C=128) 21 8 - 69.16
SNASNet [Kim et al., 2022] SNASNet-BW - 8 - 73.04±0.36

SpikeDHSD [Che et al., 2022] SpikeDHS-CLA (n3s1) 14 6 - 76.25±0.10
SML [Deng et al., 2023] ResNet-18 11.22 4 - 79.49±0.11

Spikformer [Zhou et al., 2023b] Spikformer-4-384 9.32 4 - 77.86
Spikingformer [Zhou et al., 2023a] Spikingformer-4-384 9.32 4 - 79.09

ours STMixer-4-384-32 8.29 1 - 80.00±0.21
4 - 81.87±0.16

ImageNet

tdBN [Zheng et al., 2021] ResNet-34 21.79 6 - 63.72
SEW-ResNet [Fang et al., 2022] SEW-ResNet34 21.79 4 - 67.04

TET [Deng et al., 2021] SEW-ResNet34 21.79 4 - 68.00
SpikeDHSD [Che et al., 2022] SpikeDHS-CLA-large 58M 6 - 68.64

SML [Deng et al., 2023] ResNet-34 21.79 4 - 68.25

Spikformer [Zhou et al., 2023b]
Spikformer-6-512 23.37 4 9.41 72.46
Spikformer-8-512 29.68 4 11.57 73.38
Spikformer-10-512 36.01 4 13.89 73.68

Spikingformer [Zhou et al., 2023a] Spikingformer-8-512 29.68 4 7.46 74.79
Spikingformer-8-768 66.34 4 13.68 75.85

ours

STMixer-6-512-16 23.63 1 1.96 73.31
STMixer-8-512-16 30.12 1 2.20 73.82

STMixer-10-512-16 36.61 1 2.48 74.91
STMixer-8-768-16 61.16 1 4.45 76.68

5.2 Exploration of the architecture of Encoders

In this section, we endeavor to validate the effect of different encoder structures (the structures of Cell
1 and Cell 2 in Fig. 1). Additionally, we also want to figure out whether the metaformer-like structure
is a superior architecture in SNN. As depicted in Fig. 4, each cell consists of three positions, with
each position having five possible structures (STM and SSA only use a single head). Disregarding
any duplicates generated by the identity structure, there are a total of 56 different substructures.
Conducting a comprehensive validation of all these cases is impractical. Inspired by the concept of
a one-shot NAS, we train a supernet that encompasses all possible substructures. The supernet is
composed of three main components: the SPS, the classification head, and four identical encoders.
Each encoder consists of two cells that are used for network search. This supernet enables us to
efficiently evaluate the performance of each substructure. The CIFAR training dataset is divided
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Figure 4: Neural architecture search space and search results. Left: Search space of each Cell. Mid:
random sample result from supernet on CIFAR-100. Right: random sample result from supernet on
CIFAR-10.

Table 2: Effect of STMixer componets and trainig
methods

Modification Accuracy (%)
STMixer 79.55

IPSPS →SPS 78.97
STM→SSA 78.33

SML(STM)→SML(Conv) 79.07
SML→SDT 77.17

Table 3: Effect of number of STM heads
H Accuracy (%)
1 79.02
2 79.07
4 79.39
8 79.51

16 79.55
32 80.15

into training and validation sets in a ratio of 8.5:1.5. During each forward pass, the supernet will
randomly select a path and train on the training set for 600 epochs. After the training is completed,
we randomly sample 4000 distinct subnetworks from the supernet and evaluate their performance
on the validation set. Additionally, we calculate the forward FLOPs for each of these subnetworks.
Note that the FLOPs mentioned here refer to the estimated floating point operations on the training
platform. The actual theoretical synaptic operations (SOPs) rely on FLOPs, the simulation time step,
and spike frequency. We have categorized the subnetwork into four classes: (1) only convolutional
layers; (2) combining SSA and convolutional layers; (3) incorporating STMixer and convolutional
layers; and (4) simultaneously having STMixer and SSA. To draw ellipses, we use the mean and
variance of accuracy and FLOPs, showcasing the relative merits of four different selection spaces.
Furthermore, we have marked the positions of STMixer and Spikingformer. As shown in Fig. 4,
considering the computational complexity and network performance, as well as the suitability of the
components used in asynchronous scenarios, STMixer appears to be the most promising architecture
(STMixer is located at the top-left corner of the result figure).

5.3 Ablation studies

To understand the effect of various components and training methods in STMixer, we conducted
ablation experiments on CIFAR-100 with STMixer-4-384-16 (T = 1). The summarized results are
presented in Table 2. As we can see, SML is the most significant improvement method. Considering
that STMixer-4-384-16 is indeed a 25-layer network, the training process affects the nonnegligible
gradient error accumulation. SML is an effective approach to mitigating the gradient error problem.
And the employment of the modified SML algorithm with STM modules enables a more efficient
facilitation of training SNNs (+0.48%). Then, under the SML training method, the performance of the
STM module surpasses that of the SSA module (+1.22%). Finally, by preserving more information
from the input images by IPSPS, the SNN achieves better performance (+0.58%).
Another parameter that significantly influences the STMixer performance is H , the number of heads
in STM. Here, we increment the value of H from 1 to 32 and evaluate the performance of STMixer-
4-384 on the CIFAR-100 dataset. As the number of heads (H) increases, the STMixer accuracy
on the test set has improved from 79.02% to 80.15%. This observation highlights the necessity of
performing token mixing at a finer granularity.

5.4 Benchmark on fully event-driven asynchronous scenario

Besides the superior performance demonstrated on the aforementioned static datasets, our proposed
STMixer model also exhibits significant adaptability for event-driven scenarios. In these scenarios,
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SNNs are deployed on asynchronous chips to receive and process event streams from DVS cameras,
thereby forming a system that integrates sensing and computation. This integration leverages the
sparse nature of spike activity, allowing SNNs to achieve ultra-low energy consumption compared to
their ANN counterparts. To validate this advantage, we conducted additional experiments on fully
asynchronous frameworks. Since the current commercial asynchronous chips (e.g., Speck of the
Synsense [Richter et al., 2024] and Loihi [Davies et al., 2018a, Lines et al., 2018] of Intel) are limited
in capacities and lack support for various operators such as shortcuts, we tested our models on a
home-made C++ simulator that reproduces the computational principles of the Speck DevKits (see
Synsense Sinabs).

Table 4: STMixer vs Spikformer under large T and event-driven scenario on CIFAR10-DVS.
Model w/ bias T=25 T=40 T=80 T=160 T=320 event-driven

STMixer(T=25) 66.73 64.31 65.32 63.91 61.79 58.37 50.70
Spikformer(T=25) 64.21 56.05 53.83 34.58 22.78 19.15 16.60

Model w/ bias T=40 T=80 T=160 T=320 T=640 event-driven
STMixer(T=40) 75.91 71.77 71.57 70.77 67.74 64.62 54.10

Spikformer(T=40) 67.74 10.08 10.08 10.08 10.08 10.08 10.00

We compared STMixer to a structurally identical SpikFormer, created by replacing the STM compo-
nent in STMixer with SSA on CIFAR10-DVS. Due to the prohibition of clock-driven bias in a fully
event-driven scenario, we implemented a two-phase training pipeline: initially training a standard
SNN, then absorbing BN layers and eliminating all bias terms through additional fine-tuning, while
the side effect is a slight performance degradation (see the w/ bias column and T=25(40) column in
Table. 4). The training of SpikFormer becomes extremely unstable during the bias-removal phase
when T=40 and fails to converge even with the learning rate reduced to 10−5.

We first deployed the two models on our event-driven simulator and evaluated their test accuracy. As
shown in Table. 4) event-driven column, Spikformer undergoes significant performance degradation
after deployment because events fail to meet each other and end in SSA, whereas STMixer maintains
high performance and demonstrates strong compatibility with the event-driven framework. We further
assessed their event-driven adaptability by inference performance at large T. When T is considerably
large, events rarely coincide within the same frame, effectively approximating an event-driven
scenario. According to Table. 4), as T increases, Spikformer’s performance deteriorates sharply,
whereas STMixer exhibits only a modest accuracy decrease. These results are consistent with our
analysis in Section 4.1. Further details are provided in the appendix.

6 Conclusion

The advantage of spiking neural networks over artificial neural networks is their efficient and low-
power inferencing capabilities once implanted in neuromorphic hardware. Within neuromorphic
hardware, synchronous hardware uses a hardware clock to control when the spikes fire and arrive.
The power consumption of such hardware is influenced by the time step length (T), whereby a
smaller T typically results in lower power consumption. Asynchronous hardware has a lower energy
consumption potential than synchronous hardware, but it has limitations on the network structure
and only supports some specific matrix operations due to the lack of the hardware clock. For the
aforementioned reasons, SNN must use asynchronously supported operators to build new architectures
(for asynchronous hardware) or complete the performance challenge with an extremely low time
step (for synchronous hardware). In this paper, we propose a new architecture named STMixer
that satisfies the above challenges. STMixer is completely composed of asynchronous scenario
supported components, including convolutional layers, fully connected layers, and residual paths,
and has excellent performance when the time step T = 1. Our work will provide ideas for the SNN
architecture, which works on both event-driven friendly and clock-driven efficient SNNs.
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Figure 5: The STM attention weights of different encoders. Each row illustrates the 16 attention
weights for each encoder.

A Attention Weight Visualization

Here we show the token mixing attention weights of the encoders from the well-trained STMixer-8-
768-16 on the ImageNet dataset. These weights provide insights into the blending process of tokens,
revealing how they are mixing information. As shown in Fig. 5, most of the weight matrices exhibit a
pronounced regularity: there are some parallel lines near the symmetry axis. This observation implies
two insights. While the attention weight of the STM enables the extraction of global information, it
still tends to favor the extraction of local information. In visual tasks, the correlation between each
patch and its neighboring patches is maximized. Moreover, it can be observed that the 16 attention
weight matrices in each row are different, indicating that each head of the multi-head STM is capable
of extracting distinct token mixing patterns.

B Experiments

B.1 Experiments settings

Training for comparison with existing works All experiments on CIFAR were conducted on two
4090 GPUs, while experiments on ImageNet were performed on four 4090 GPUs. We employed the
same training script as Spikingformer [Zhou et al., 2023a] and employed identical data augmentation
techniques. In the CIFAR experiments, we modify the learning rate to be 5e-3 and the minimum
learning rate to 1e-7. In the ImageNet experiments, we modify the learning rate to be 3e-4 and the
minimum learning rate to 1e-5.

Training for event-driven experiments Models for event-driven experiments are all trained by our
two-phase training pipeline. Specifically, we first train an SNN with bias and BN layers. Before
further fine-tuning, we absorb BN layers and set all bias terms to 0. Finally, we fine-tune the model
for more epochs with bias frozen. For the first phase, we use the AdamW optimizer and set the
learning rate to 0.001 and weight decay to 0.02. For the second phase, we use the AdamW optimizer
and set the learning rate to 0.001 and the weight decay to 0.005. For Spikformer and STMixer with
T=25, a time step of T=10 is used for the first phase over 300 epochs. T is then set to 25 for the
bias-removal phase, during which models are fine-tuned for an additional 30 epochs. For Spikformer
and STMixer with T=40, a consistent T=40 is used throughout both phases. Models are trained for
100 epochs during the first phase, followed by 30 epochs of fine-tuning during the bias-removal phase.
Notably, we found that MultiSpike IF neurons with soft reset (see Synsense Sinabs) are optimal
for training models intended for event-driven deployment, and this configuration was applied in all
event-driven experiments.
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Backbone for event-driven experiments We employed the modified STMixer-2-256-8 as the
backbone for all event-driven experiments, incorporating several adjustments to enhance its suitability
for fully event-driven deployment. First, the non-spiking membrane shortcut was replaced with a
standard spiking shortcut [Zheng et al., 2021] for event-driven implementation. Second, the first two
convolution layers of the SPS module are replaced with a single 4× 4 Avgpool layer. Building upon
this foundation, we replace the STM module with SSA to construct the Spikformer model.

B.2 Compare with existing works on neuromorphic datasets in synchronous scenarios

Table 5: Performance comparison of our method with existing methods on CIFAR10-DVS and
DVS128 Gesture.

Method CIFAR10-DVS DVS128 Gesture
Time step Acc Time step Acc

LIAF-Net Wu et al. [2021] 10 70.4 60 97.6
TA-SNN Yao et al. [2021] 10 72.0 60 98.6
tdBN Zheng et al. [2021] 10 67.8 40 96.9
PLIF Fang et al. [2021b] 10 74.8 20 97.6

Spikformer Zhou et al. [2023b] 10 78.6 10 95.8
Spikingformer Zhou et al. [2023a] 10 79.9 10 96.2

ours 10 82.67 10 97.19

CIFAR10-DVS is a neuromorphic dataset that is obtained from the CIFAR-10 dataset through a
DVS camera. There are 10k images in CIFAR10-DVS, and we split them into 9k training images
and 1k test images. We downsample the image resolution from 128×128 to 48×48 and input them
to STMixer-2-512-8 structure SNN. We don’t use the IPSPS module here because we find it does
not enhance the performance on the neuromorphic dataset too much. For the training setting, we
employ the AdamW optimizer with a learning rate of 0.01 and a weight decay of 0.02. The training is
conducted for 300 epochs. Meanwhile, we employ the same data augmentation methods as previous
works Li et al. [2021], Deng et al. [2021].

As depicted in Table. 5, our architecture achieves the best performance on CIFAR10-DVS, demon-
strating the suitability of STMixer for this neuromorphic dataset.

DVS128 Gesture Amir et al. [2017] is a gesture recognition dataset that consists of 11 hand gesture
classes performed by 29 individuals under 3 different lighting conditions. We employ the network
architecture STMixer-2-512-8 and apply the same augmentation techniques from Spikingformer
except cutmix. We don’t use the IPSPS module here because we find it does not enhance the
performance on neuromorphic dataset too much. We train the network for 200 epochs with TET loss
Deng et al. [2021] and the SML method. STMixer also achieves the best performance on this dataset.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have stated in the abstract and introduction that the model structure
we proposed can support asynchronous hardware and has low energy consumption on
synchronous hardware.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: In the 4.2 Clock-driven Scenarios section, we mentioned that the current
SNN energy cost calculation equation is incorrect and ignores the cost of memory calls.
Furthermore, the real energy cost is still proportional to the time step, so SNN needs to
use a lower time step to reduce potential energy consumption. Constructing an accurate
energy consumption calculation equation is beyond the scope of this paper. In addition, due
to current asynchronous hardware scale limitations (e.g., Speck 2e only supports 9-layer
SNNs), we cannot implant large-scale SNNs into the hardware for testing. Therefore, we
can only theoretically build models using the asynchronous hardware supported operators.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We provide the explanation of why the multi-head STM module is effective
from the perspective of fitting the attention map, and explaion the effectiveness of IPSPS
from the perspective of informantion loss.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility
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Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the experiments in this paper use the open-source dataset. And we have
provided the code that reproduces the results of the paper in the supplementary.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: we have provided the code that reproduces the results of the paper in the
supplementary.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).
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• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We use the same training script as the open source work and provide repro-
ducible training code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In comparing the results with existing work, in addition to the Imagenet results,
we provide the mean and standard deviation of the results of three different seed experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
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8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the above information in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed it in the conclusion part.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cite the original paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the paper does not release new assets.
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• Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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