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Abstract

Privacy protection of users’ entire contribution of samples is important in distributed
systems. The most effective approach is the two-stage scheme, which finds a small
interval first and then gets a refined estimate by clipping samples into the interval.
However, the clipping operation induces bias, which is serious if the sample
distribution is heavy-tailed. Besides, users with large local sample sizes can make
the sensitivity much larger, thus the method is not suitable for imbalanced users.
Motivated by these challenges, we propose a Huber loss minimization approach
to mean estimation under user-level differential privacy. The connecting points of
Huber loss can be adaptively adjusted to deal with imbalanced users. Moreover, it
avoids the clipping operation, thus significantly reducing the bias compared with
the two-stage approach. We provide a theoretical analysis of our approach, which
gives the noise strength needed for privacy protection, as well as the bound of mean
squared error. The result shows that the new method is much less sensitive to the
imbalance of user-wise sample sizes and the tail of sample distributions. Finally,
we perform numerical experiments to validate our theoretical analysis.

1 Introduction

Privacy is one of the major concerns in modern data analysis. Correspondingly, differential privacy
(DP) [1] has emerged as a standard framework of privacy protection. Various statistical problems
have been analyzed with additional DP requirements [2–5]. Among all these problems, mean
estimation is a fundamental one [6–9], which is not only useful in its own right [10], but also serves
as a building block of many other tasks relying on estimating gradients, such as private stochastic
optimization [11–16] and machine learning [17–23]. Existing research on DP mean estimation
focuses primarily on item-level cases, i.e. each user contributes only one sample. However, in many
practical scenarios, especially in recommendation systems [24–26] and federated learning [27–32], a
user has multiple samples. We hope to regard them as a whole for privacy protection.

In recent years, a flurry of works focus on user-level DP [33–36]. The most popular one is the
Winsorized Mean Estimator (WME) proposed in [34], which takes a two-stage approach. In the first
stage, WME identifies an interval, which is small but contains the ground truth µ with high probability.
In the second stage, WME clips user-wise averages to control the sensitivity and then calculates
the final average with appropriate noise. This method can be extended to high dimensionality
by Hadamard transform [37]. The convergence rate has been established in [34] under some ideal
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assumptions. Despite the merit of the two-stage approach from the theoretical perspective, this method
may face challenges in many realistic settings. Firstly, [34] assumes that users are balanced, which
means that users have the same number of items. Nevertheless, in federated learning applications,
it is common for clients (each client is regarded as a user here) to possess different numbers of
samples [38–40]. Secondly, this method is not suitable for heavy-tailed distributions, which is also
common in reality [41–46]. For heavy-tailed distributions, the interval generated in the first stage
needs to be large enough to prevent clipping bias, which results in large sensitivity. As a result,
stronger additive noise is needed for privacy protection, which significantly increases the estimation
error. These drawbacks hinder the practical application of user-level DP. We aim to propose new
solutions to address these challenges.

Towards this goal, in this paper, we propose a new method, which estimates the mean using Huber
loss minimizer [47], and then adds noise for privacy protection. A challenge is that to determine
an appropriate noise strength, it is necessary to conduct a thorough analysis of the local sensitivity
that considers all possible datasets. To overcome this challenge, we divide datasets into three types,
including those with no outliers, a few outliers, and many outliers, and analyze these cases separately.
Based on the sensitivity analysis, we then use the smooth sensitivity framework [48] to determine the
noise strength carefully.

Our method has the following advantages. Firstly, our method adapts well to imbalanced datasets,
since the threshold Ti of Huber loss are selected adaptively according to the sample size per user,
which leads to a better tradeoff between sensitivity and bias. Secondly, our method performs better
for heavy-tailed distributions, since we control sensitivity by penalizing large distances using Huber
loss, which yields a smaller bias than the clipping operation. Apart from solving these practical
issues, it worths mentioning that our method solves robustness (to model poisoning attacks) and
privacy issues simultaneously. In modern data analysis, it is common for a system to suffer from both
poisoning and inference attacks at the same time [49–51]. Consequently, many recent works focus on
unified methods for item-level DP and robustness to cope with both attacks simultaneously [52–55].
To the best of our knowledge, our method is the first attempt to unify robustness and DP at user-level.

The main contributions are summarized as follows.

• We propose the Huber loss minimization approach, which finds the point with minimum
Huber distance to all samples. Our method is convenient to implement and only requires
linear time complexity.

• For the simplest case with balanced users, we provide a theoretical analysis, which shows
that our method makes a slight improvement for bounded distributions and a significant
improvement for heavy-tailed distributions over the two-stage approach.

• For imbalanced users, we design an adaptive strategy to select weights and connecting points
in Huber loss, which makes our method much less sensitive to the imbalance of local sample
sizes of users.

• We conduct experiments using both synthesized and real data, which also verify the effec-
tiveness of the proposed method for imbalanced users and heavy-tailed distributions.

2 Related Work

User-level DP. [27] applies a brute-force clipping method [18] for user-level DP in federated learning.
[33] made the first step towards optimal rates under user-level DP, which analyzed discrete distribution
estimation problems. The popular method WME was proposed in [34], which uses the idea of two-
stage approaches [55–57]. The two-stage method for user-level DP has also been extended to
stochastic optimization problems [58, 59]. [60] analyzes mean estimation for boolean signals under
user-level DP in heterogeneous settings. There are also some works focusing on black-box conversion
from item-level DP to user-level counterparts. [35] analyzed general statistical problems, which shows
that a class of algorithms for item-level DP problems having the pseudo-globally stable property can
be converted into user-level DP algorithms. Following [35], [61] expanded such transformation for
any item-level algorithms. [36] extends the works to smaller m. It is discussed in [59] that these
black-box methods have suboptimal dependence on ϵ. [62–64] studies user-level DP under local
model.
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From robustness to DP. Robustness and DP have close relationships since they both require the
outputs to be insensitive to minor changes in input samples. There are three types of methods for
conversion from robust statistics to DP. The first one is propose-test-release (PTR), which was first
proposed in [65], and was extended into high dimensional cases in [66]. The second choice is
smooth sensitivity [48], which calculates the noise based on the "smoothed" local sensitivity. For
example, [67] designed a method to protect trimmed mean with smooth sensitivity. The third solution
is inverse sensitivity [6, 68, 69], which can achieve pure differential privacy (i.e. δ = 0). All these
methods require a detailed analysis of the sensitivity. For some recently proposed high dimensional
estimators [70–72], the sensitivity is usually large and hard to analyze. As a common method for
robust statistics [47], Huber loss minimization has been widely applied in robust regression [73, 74],
denoising [75] and robust federated learning [76]. Huber loss has also been used in DP [77, 78] for
linear regression problems.

Concurrent work. After the initial submission of this paper, we notice an independent work [79],
which also studies mean estimation under user-level DP (which is called person-level DP in [79]). [79]
considers directional bound, which requires that the moment is bounded in every direction. However,
we consider non-directional bound, which bounds the ℓ2 norm of a random vector. We refer to
Section 1.3.1 in [79] for further discussion.

Our work is the first attempt to use the Huber loss minimization method in user-level DP. With an
adaptive selection of weights and connecting points between quadratic and linear parts, our method
achieves a significantly better performance for imbalanced users and heavy-tailed distributions.

3 Preliminaries

In this section, we introduce definitions and notations. To begin with, we recall some concepts of DP
and introduce the notion of user-level DP. Denote Ω as the space of all datasets, and Θ as the space of
possible outputs of an algorithm.

Definition 1. (Differential Privacy (DP) [1]) Let ϵ, δ ≥ 0. A function A : Ω → Θ is (ϵ, δ)-DP if for
any measurable subset O ⊆ Θ and any two adjacent datasets D and D′,

P(A(D) ∈ O) ≤ eϵP(A(D′) ∈ O) + δ, (1)

in which D and D′ are adjacent if they differ only on a single sample. Moreover, A is ϵ-DP if (1)
holds with δ = 0.

Definition 1 is about item-level DP. In this work, we discuss the case where the dataset contains
multiple users, i.e. D = {D1, . . . , Dn}, with the i-th user having mi samples. Considering that the
sample sizes of users are usually much less sensitive [80], throughout this work, we assume that the
local sample sizes mi are public information. Under this setting, user-level DP is defined as follows.

Definition 2. (User-level DP [34]) Two datasets D, D′ are user-level adjacent if they differ in items
belonging to only one user. In particular, if D = {D1, . . . , Dn}, D′ = {D′

1, . . . , D
′
n}, in which

|Di| = |D′
i| = mi for all i, and there is only one i ∈ [n] such that Di ̸= D′

i, then D and D′ are
user-level adjacent. A function A is user-level (ϵ, δ)-DP if (1) is satisfied for any two user-level
adjacent datasets D and D′.

Since mi, i = 1, . . . , N are public information, in Definition 2, it is required that |Di| = |D′
i|, which

means that two adjacent datasets need to have the same sample sizes for all users. We then state some
concepts related to sensitivity, which describes the maximum change of the output after replacing a
user with another one:

Definition 3. (Sensitivity) Define the local sensitivity of function f as

LSf (D) = sup
dH(D,D′)=1

∥f(D)− f(D′)∥ , (2)

in which dH(D,D′) =
∑n

i=1 1(Di ̸= D′
i) denotes the Hamming distance. The global sensitivity of

f is GSf = supD LSf (D).

Adding noise proportional to the global sensitivity can be inefficient, especially for user-level
problems. In this work, we use the smooth sensitivity framework [48].
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Definition 4. (Smooth sensitivity) Sf is a β-smooth sensitivity of f , if (1) for any D, Sf (D) ≥
LSf (D); (2) for any neighboring D and D′, Sf (D) ≤ eβSf (D′).

The smooth sensitivity can be used to determine the scale of noise. In this work, the noise follows
Gaussian distribution. It has been shown in [48] that if W ∼ N (0, (S2(D)/α2)I), then the final
output f(D) +W is (ϵ, δ)-DP for the following (α, β) pair:

α =

{ ϵ√
ln 1

δ

if d = 1
ϵ

5
√

2 ln 2
δ

if d > 1,
β =

{
ϵ

2 ln 1
δ

if d = 1
ϵ

4(d+ln 2
δ )

if d > 1.
(3)

Notations. Throughout this paper, ∥·∥ denotes the ℓ2 norm by default. a ≲ b means that a ≤ Cb for
some absolute constant C, and ≳ is defined conversely. a ∼ b if a ≲ b and b ≲ a.

4 The Proposed Method

This section introduces the algorithm structures. Details about parameter selection are discussed to-
gether with the theoretical analysis in Section 5 and 6, respectively. For a dataset D = {D1, . . . , Dn},
in which Di ⊂ Rd is the local dataset of the i-th user, denote mi = |Di| as the sample size of the
i-th user. Denote N as the total number of samples, then N =

∑n
i=1 mi. We calculate the user-wise

mean first, i.e. yi(D) = (1/mi)
∑

x∈Di
x. The new proposed estimator (before adding noise) is

µ̂0(D) = argmin
s

n∑
i=1

wiϕi(s,yi(D)), (4)

in which wi is the normalized weight of user i, i.e.
∑n

i=1 wi = 1. If users are balanced, then wi are
the same for all i. ϕi is the Huber loss function:

ϕi(s,y) =

{
1
2 ∥s− y∥2 if ∥s− y∥ ≤ Ti

Ti ∥s− y∥ − 1
2T

2
i if ∥s− y∥ > Ti.

(5)

Ti is the connecting point between quadratic and linear parts of Huber loss. For balanced users, wi

and Ti are the same for all users. For imbalanced users, wi and Ti are set differently depending on
the per-user sample sizes. The general guideline is that wi increases with mi, while Ti decreases
with mi. The final output needs to satisfy user-level (ϵ, δ)-DP requirement. Hence, we set

µ̂(D) = Clip(µ̂0(D), Rc) +W, (6)

in which Clip(v, Rc) = vmin (1, Rc/ ∥v∥) is the function that clips the result into Bd(0, Rc). The
clipping operation is used to control the worst case sensitivity. W denotes the noise added to the
estimated value. In this work, we use Gaussian noise W ∼ N (0, σ2I). The clipping radius Rc is
determined by the knowledge of the range of µ. Given a prior knowledge ∥µ∥ ≤ R, then we can set
Rc = R. Actually, similar to [55], our analysis shows that Rc can grow exponentially with n without
significantly compromising the accuracy. The noise parameter σ2 needs to be determined carefully
through a detailed sensitivity analysis.

Now we comment on the implementation. As has been discussed in [76], minimizing multi-
dimensional Huber loss can be implemented by a modification of an iterative Weiszfeld’s algo-
rithm [81, 82]. The overall worst-case time complexity is O(nd/ξ), in which ξ is the desired
precision. Moreover, for bounded support, with high probability, the algorithm requires only one
iteration with time complexity O(nd). Details can be found in Appendix A.

5 Analysis: Balanced Users

In this section, to gain some insights, we focus on the relatively simpler case and assume that all
users have the same number of items, i.e. mi are equal for all i. Therefore, throughout this section,
we omit the subscript and use m to denote the local sample size. Now wi = 1/n for all i. Ti are
also the same for all users, denoted as T in this section. Let X be a random vector, whose statistical
mean µ := E[X] is unknown. Given a dataset D = {D1, . . . , Dn}, the goal is to estimate µ, while
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satisfying user-level (ϵ, δ)-DP. We present the sensitivity analysis for the general dataset D first, and
then analyze the estimation error for a randomly generated dataset. To begin with, define

Z(D) = max
i∈[n]

∥yi(D)− ȳ(D)∥ , (7)

in which ȳ(D) = (1/n)
∑n

i=1 yi(D) is the overall average. A small Z(D) indicates that the user-
wise means yi are concentrated within a small region. If Z(D) is large, then there are some outliers.
The sensitivity is bounded separately depending on whether the user-wise means are well concentrated.
Throughout this section, we use LS(D) to denote the local sensitivity of Clip(µ̂0(D), Rc), in which
the subscript f in (2) is omitted.

1) No outliers. We first bound the local sensitivity for the case with Z(D) < (1− 2/n)T , in which T
represents Ti in (5) for all i. It requires that all yi’s are not far away from their average.
Lemma 1. If Z(D) < (1− 2/n)T , then

LS(D) ≤ T + Z(D)

n− 1
. (8)

The proof of Lemma 1 is shown in Appendix B. Here we provide some intuition. From the definition
(2), local sensitivity is the maximum change of µ̂0(D) after replacing some yi with y′

i. To achieve
such maximum change, the optimal choice is to move yi sufficiently far away in the direction of
µ̂0(D)− yi. The impact of yi on µ̂0(D) is roughly Z(D)/(n− 1), while the impact of y′

i is roughly
T/(n− 1). Since yi and y′

i are at opposite direction with respect to µ̂0(D), the overall effect caused
by replacing yi with y′

i is upper bounded by (T + Z(D))/(n− 1).

2) A few outliers. Now we consider a more complex case: Z(D) is large, and the dataset is not well
concentrated, but the number of outliers is not too large. Formally, assume that there exists another
dataset D∗ whose Hamming distance to D is bounded by k, and D∗ is well concentrated. Then we
have the following lemma to bound the local sensitivity.
Lemma 2. For a dataset D, if there exists a dataset D∗ such that dH(D,D∗) ≤ k, in which dH is the
Hamming distance (see Definition 3), and Z(D∗) < (1− 2(k + 1)/n)T , then LS(D) ≤ 2T/(n−k).

The proof of Lemma 2 is shown in Appendix C. The intuition is that since there exists a well
concentrated dataset D∗ with dH(D,D∗) ≤ k, D contains no more than k outliers. At least n− k
other user-wise mean values fall in a small region. To achieve the maximum change of µ̂0(D), the
optimal choice is to replace an outlier yi with y′

i, such that yi− µ̂0(D) and y′
i− µ̂0(D) have opposite

directions. Each of them has an effect of roughly T/(n− k) on µ̂0(D), thus the overall change is
2T/(n− k).

3) Other cases. For all other cases, since ∥Clip(µ̂0, Rc)∥ ≤ Rc always hold, the local sensitivity can
be bounded by LS(D) ≤ 2Rc.

From the analysis above, we now construct a valid smooth sensitivity. Define

∆(D) = min

{
k|∃D∗, dH(D,D∗) ≤ k, Z(D∗) <

1

2
T

}
. (9)

∆(D) can be viewed as the number of outliers. From (9), if D is well concentrated, with Z(D) < T/2,
then ∆(D) = 0. Now we define G(D, k) as follows.
Definition 5. (a) If Z(D) < (1− 2/n)T , k = 0, then G(D, 0) = (T + Z(D))/(n− 1);

(b) If conditions in (a) are not satisfied, and ∆(D) exists, if k ≤ n/4− 1−∆(D),

G(D, k) =
2T

n− k −∆(D)
; (10)

(c) If conditions in (a) and (b) are not satisfied, then G(D, k) = 2Rc.

Based on Definition 5, the smooth sensitivity is given by

S(D) = max
k

e−βkG(D, k), (11)

in which β is determined in (3). Then we show that S(D) is a valid smooth sensitivity, and the
privacy requirement is satisfied.

5



Theorem 1. With σ = S(D)/α, in which α is determined in (3), W ∼ N (0, σ2I), the estimator µ̂
defined in (6) is (ϵ, δ)-DP.

To prove Theorem 1, we need to show that S is a valid smooth sensitivity, i.e. two conditions in
Definition 4 are satisfied. The detailed proof is provided in Appendix D.

In the analysis above, all results are derived for a general dataset D. In the remainder of this section,
we analyze the performance of estimator (6) for randomly generated samples.

5.1 Bounded Support

Let X be a random vector generated from distribution P with an unknown statistical mean µ := E[X].
We make the following assumption:
Assumption 1. X is supported on Bd(0, R) = {u| ∥u∥ ≤ R} ⊂ Rd.

The mean squared error is analyzed in the following theorem.

Theorem 2. Let Rc = R, and T = CTR ln(mn3(d + 1))/
√
m with CT > 16

√
2/3. If n >

(4/β) ln(nRc/T ), then

E
[
∥µ̂(D)− µ∥2

]
≲

R2

mn
+

dR2

mn2ϵ2
ln(mnd) ln

1

δ
. (12)

The proof of Theorem 2 is shown in Appendix E. With the selection rule of T in Theorem 2, it is
shown that with high probability, ∆(D) = 0, indicating that D is expected to be well concentrated
around the population mean µ. The smooth sensitivity S(D) can then be bounded. The first term
in the right hand side of (12) is the non-private estimation error, i.e. the error of µ̂0(D), while the
second term is the error caused by noise W. The condition n > (4/β) ln(nRc/T ) is necessary, since
it ensures that G(D, k) = 2Rc (Definition 5 (c)) occurs only for sufficiently large k, thus e−βk is
small, and does not affect the calculation of S(D) in (11). A lower bound on the number of users n
has also been imposed for the two-stage method [34].

For the simplest case with bounded support and balanced users, the two-stage approach in [34]
is already nearly optimal (Corollary 1 in [34]). Therefore, improvement in polynomial factors is
impossible. Nevertheless, we still improve on the logarithm factor. The main purpose of Theorem 2
is to show that our improvement on heavy-tailed distributions and imbalanced users is not at the cost
of hurting the performance under the simplest case with bounded distributions and balanced users.

5.2 Unbounded Support

Now we analyze the heavy-tailed case. Instead of requiring X ∈ Bd(0, R), we now assume that X
has p-th bounded moment.
Assumption 2. Suppose that µ ∈ B(0, R), and the p-th (p ≥ 2) moment of X− µ is bounded, i.e.
E[∥X∥p] ≤ Mp.

In Assumption 2, higher p indicates a lighter tail and vice versa. We then show the convergence rate
of mean squared error in Theorem 3.
Theorem 3. Let Rc = R, and

T = CT max

{√
1

m
ln

3(d+ 1)

ν
, 2(3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
, (13)

with ν =
√
d/(nϵ) and CT > 8M

1
p
p . If n > 8(1 + (1/β) ln(n/2T )), then under Assumption 2,

E
[
∥µ̂(D)− µ∥2

]
≲

1

mn
+

[
d ln(nd)

mn2ϵ2
+

(
d

m2n2ϵ2

)1− 1
p

ln2(nd)

]
ln

1

δ
. (14)

The proof of Theorem 3 is shown in Appendix F. Here we provide an intuitive understanding. From
the central limit theorem, each user-wise mean yi(D) is the average of m i.i.d variables, thus it has
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a Gaussian tail around the population µ. However, since X is only required to have p-th bounded
moment, the tail probability away from µ is still polynomial. The formal statement of the tail bound is
shown in Lemma 13 in the appendix. Then the threshold T is designed based on the high probability
upper bound of Z(D) to ensure that with high probability, ∆(D) is small. Regarding the result, we
have the following remarks.
Remark 1. Here we comment on small and large m limits. If m = 1, the right hand side of (14)
becomes O(1/n+(d/n2ϵ2)1−1/p), which matches existing analysis on item-level DP for heavy-tailed
random variables [57]. For the opposite limit, with m1−2/p ≳ n2/p ln(nd), then the convergence
rate is the same as the case with bounded support, indicating that the tail of sample distribution does
not affect the error more than a constant factor.
Remark 2. Now we compare (14) with the two-stage approach. Following the analysis in [34], it
can be shown that the bound of mean squared error in [34] is Õ((d/(n2ϵ2))(1/m+m4/p−2n6/p))
(we refer to Appendix G for details). Therefore, we have achieved an improved rate in (14).

The theoretical results in this section are summarized as follows. If the support is bounded, our
method has the same convergence rate as the existing method. For heavy-tailed distributions, our
approach significantly reduces the error, since our method avoids the clipping process. In federated
learning applications, it is common for gradients to have heavy-tailed distributions [41–44], thus our
method has the potential of improving the performance of federated learning under DP requirements.
Apart from heavy-tailed distributions, another common characteristic in reality is that users are
usually imbalanced. We analyze it in the next section.

6 Analysis: Imbalanced Users

Now we analyze the general case where mi, i = 1, . . . , n are different. Recall that for balanced users,
we have defined Z(D) in (7) that finds the maximum distance from yi(D) to their average ȳ(D). For
imbalanced users, instead of taking the maximum, we define Zi separately for each i:

Zi(D) = ∥ȳ(D)− yi(D)∥ , (15)

in which ȳ(D) =
∑n

i=1 wiyi(D) is the average of samples all over the dataset.

From now on, without loss of generality, suppose that users are arranged in ascending order of mi,
i.e. m1 ≤ . . . ≤ mn. Define

h(D, k) =

∑n
i=n−k+1 wi(Ti + Zi(D))∑n−k

i=1 wi

. (16)

Similar to the case with balanced users, we analyze the sensitivity for datasets with no outliers, a few
outliers, and other cases separately.

1) No outliers. We show the following lemma.
Lemma 3. If h(D, 1) ≤ min

i
(Ti − Zi(D)), then LS(D) ≤ h(D, 1).

The general idea of the proof is similar to Lemma 1. However, the details become more complex
since now the samples are unbalanced. The detailed proof is shown in Appendix H.

2) A few outliers. Similar to Lemma 2, we find a neighboring dataset D∗ that is well concentrated
and then bounds the local sensitivity. The formal statement is shown in the following lemma.
Lemma 4. For a dataset D, if there exists another dataset D∗ such that h(D∗, k + 1) < mini(Ti −
Zi(D∗)), then LS(D) ≤ 2maxi(wiTi)/

∑n−k−1
i=1 wi.

The proof of Lemma 4 is shown in Appendix I, which just follows the proof of Lemma 2.

3) Other cases. Finally, for all cases not satisfying the conditions in Lemma 3 and 4, we can just
bound the local sensitivity with 2Rc, i.e. LS(D) ≤ 2Rc.

Similar to the case with balanced users, now we define

∆(D) = min{k|∃D∗, dH(D,D∗) = k, h(D∗, k0) < min
i
(Ti − Zi(D))}, (17)

in which k0 is any integer, and can be viewed as a design parameter. Correspondingly, the smooth
sensitivity G(D, k) is defined as follows.
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Definition 6. (a) If h(D, 1) ≤ min
i
(Ti − Zi(D)), then G(D, 0) = h(D, 1);

(b) If the conditions in (a) are not satisfied, and ∆(D) exists, then for all k ≤ k0 −∆(D)− 1,

G(D, k) =

2max
i∈[n]

wiTi∑n−∆(D)−k−1
i=1 wi

; (18)

(c) If the conditions in both (a) and (b) are not satisfied, then G(D, k) = 2Rc.

We still use the same settings of α and β as in the case with balanced samples. With smooth sensitivity
calculated using (11), the privacy requirement is satisfied:

Theorem 4. Let W ∼ N (0, (S(D)2/α2)I), in which S(D) = max
k

e−βkG(D, k), then the estimator

µ̂ is (ϵ, δ)-DP.

Now we analyze the convergence of the algorithm. We begin with Assumption 3. Intuitively, this
assumption requires that the users can not be too unbalanced. At least half samples belong to users
whose sample sizes are not very large.

Assumption 3. Suppose there exists a constant γ ≥ 1. Let kc = min{i|mi > γN/n}, then∑n
i=kc

mi ≤ N/2.

In Assumption 3, γ can be viewed as the degree of imbalance. For a better explanation, we provide
the following examples:

• If users are balanced, then γ = 1;

• If the i-th user has ki samples (which means that the number of items belonging to each
user is linear in its order), then for large n, γ is approximately

√
2.

In general, γ is large if users are highly imbalanced. Under Assumption 3, the convergence of mean
squared error is shown in Theorem 5.

Theorem 5. Let the weights of users in (4) be wi = mi∧mc/(
∑n

j=1 mj∧mc), in which mc = γN/n.
Moreover, let

Ti = CT

√
R2 ln(Nn2(d+ 1))

mi ∧mc
, (19)

in which CT > 16
√
2/3. In (17), k0 = ⌊n/8γ⌋.

With the parameters above, if n > 8γ(1 + (1/2β) ln(Nn)), then under Assumption 1 and 3,

E
[
∥µ̂(D)− µ∥2

]
≲

R2

N
+

dR2γ

Nnϵ2
ln2(Nnd) ln

1

δ
. (20)

The proof of Theorem 5 is shown in Appendix J. If users are balanced, then γ = 1, with N = nm,
(20) reduces to (12). From (20) and Assumption 3 it can be observed that our method is much less
sensitive to a single large mi. As long as mi are not very large for most users, the convergence rate
of mean squared error is not affected. There are two intuitive reasons. Firstly, wi is upper bounded by
mc/(

∑n
j=1 mj ∧mc), thus the worst-case sensitivity is controlled. Secondly, Ti are set adaptively

to achieve a good tradeoff between sensitivity and bias. With larger mi, smaller Ti is used, and vice
versa. We refer to Appendix G for comparison with the two-stage approach.

7 Numerical Examples

In this section, we show numerical experiments. We compare the performance of our new Huber loss
minimization approach (denoted as HLM) versus the two-stage approach proposed in [34], called
Winsorized Mean Estimator (denoted as WME).
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7.1 Balanced Users

Here all users have the same sizes of local datasets. In the following experiments, we fix ϵ = 1 and
δ = 10−5. For a fair comparison, the parameter T for our method as well as τ in [34] are both tuned
optimally for each case. Figure 1 shows the curve of mean squared error. Let the number of users
n be either 1, 000 and 10, 000. In each curve, n is fixed, while the number of samples per user m
varies from 1 to 1, 000. The results are plotted in logarithm scale. Figure 1(a)-(c) show the results of
uniform distribution in [−1, 1], Gaussian distribution N (0, 1), and the Lomax distribution, whose
pdf is f(x) = a/(1 + x)a+1 (we use a = 4 in Figure 1(c)). Figure 1 (d)-(f) shows the corresponding
experiments with dimensionality d = 3. Finally, Figure 1 (g) and (h) show the results using the
IPUMS dataset [83] for total income and salary, respectively, which are typical examples of data
following heavy-tailed distributions.
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Figure 1: Convergence of mean squared error with balanced users.

Figure 1 (a) and (b) show that for one-dimensional uniform and Gaussian distribution, the Huber loss
minimization approach has nearly the same performance as the two-stage method. Our explanation is
that uniform and Gaussian distributions are symmetric, with no tails or light tails, thus the clipping
operation does not introduce additional bias. However, for heavy-tailed and skewed distribution, such
as Lomax distribution, our new method has a significantly faster convergence rate than the two-stage
method. These results agree with the theoretical analysis, which shows that our method reduces the
clipping bias. With higher dimensionality, Figure 1(d)-(f) show that the advantage of the practical
performance of our method becomes more obvious.

7.2 Imbalanced Users

Now we show the performance with unbalanced users. For some γ ≥ 1, let si = ⌈N(i/n)γ⌉ for
i = 0, . . . , n, and mi = si − si−1 for i = 1, . . . , n. It can be shown that Assumption 3 is satisfied
with γ. Therefore, according to the analysis in Section 6, we let wi = mi ∧mc/

∑
j mj ∧mc, with

mc = γN/n, and Ti = A/
√
mi ∧mc, in which A is tuned optimally for each case. The selection

of Ti may be slightly different from (19) in Theorem 5. In Theorem 5, Ti is selected to minimize
the theoretical upper bound. To ensure that the analysis is mathematically rigorous, the upper bound
of estimation error is larger than the truth. Therefore, the optimal value of Ti in practice is slightly
different from that derived in theories. Note that such parameter tuning does not require additional
privacy budget since in each experiment, Ti are hyperparameters that is fixed before knowing the
value of each sample. They are not determined adaptively based on the data. Figure 2 shows the
growth curve of mean squared error with respect to γ.

From Figure 2, it can be observed that with the increase of γ, the two-stage method degrades, while
the Huber loss minimization approach performs significantly more stable.
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Figure 2: Growth of mean squared error with degree of imbalance γ.

8 Conclusion

In this paper, we have proposed a new approach to mean estimation under user-level DP based on
Huber loss minimization. The sensitivity is bounded for all possible datasets. Based on the sensitivity
analysis, we use the smooth sensitivity framework to determine the noise added to the result. We
have also derived the bound on the mean squared error for various cases. The result shows that our
method reduces the error for heavy-tailed distributions, and is more suitable to imbalanced users. It is
promising to extend our approach to more learning problems, such as calculating average gradients
in federated learning.

Limitations: The limitations of our work include: (1) There are some requirements on the minimum
number of users n. while entirely removing this condition is impossible, to make our method more
practical, we expect that it can be somewhat weakened. (2) The case with local sample sizes mi also
being private has not been analyzed. We will leave these two points as future works.
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A Comments About Algorithm Implementation

In this section, we describe the algorithm for Huber loss minimization.

In particular, we solve

c = argmin
s

n∑
i=1

wiϕi(s,yi). (21)

From (5), it can be shown that

c =

∑n
i=1 wi min

{
1, Ti

∥c−yi∥

}
yi∑n

i=1 wi min
{
1, Ti

∥c−yi∥

} . (22)

The algorithm can be designed from above equation. Suppose that the algorithm starts from c0. The
update rule is

ck+1 =

∑n
i=1 wi min

{
1, Ti

∥ck−yi∥

}
yi∑n

i=1 wi min
{
1, Ti

∥ck−yi∥

} . (23)

(23) is run iteratively until the norm of update ∥ck+1 − ck∥ between two iterations is less than ξ.

We provide a brief analysis on the computational complexity as follows.

Worst case. [82] has shown that the Weiszfeld’s algorithm for calculating geometric median needs
O(1/ξ) steps to achieve precision ξ. The proof can also be used to our algorithm (23). Moreover,
from (23), each step requires O(nd) time, in which d is the dimensionality of yi, thus the overall
time complexity is O(nd/ξ).

Common case. From the analysis in Section 5 and 6, for bounded support, with high probability,
Z(D) ≤ T holds for balanced users, and Zi(D) ≤ Ti holds for imbalanced users. In this case, we
can just calculate the result within one step:

c = wiyi. (24)

Therefore the time complexity is O(nd).

B Proof of Lemma 1

Now the users are balanced. (4) and (5) becomes

µ̂0(D) = argmin
s

n∑
i=1

ϕ(s,yi(D)), (25)

and

ϕ(s,y) =

{
1
2 ∥s− y∥2 if ∥s− y∥ ≤ T

T ∥s− y∥ − 1
2T

2 if ∥s− y∥ > T.
(26)

In this section, we prove a strengthened version of Lemma 1 for future usage. Define the modulus of
continuity as
Definition 7. (Modulus of continuity) Define

ω(D, k) = sup
D′:dH(D,D′)≤k

∥µ̂0(D)− µ̂0(D′)∥ . (27)

From the definition, ω(D, 0) is just the local sensitivity LS(D). Then we show the following lemma.
Lemma 5. If Z(D) < (1− 2k/n)T , then

ω(D, k) ≤ k(T + Z(D))

n− k
. (28)
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Let k = 0, then Lemma 5 reduces to Lemma 1. The remainder of this section shows the proof of
Lemma 5.

According to (27), ω(D, k) is the supremum change after replacing all items belonging to k users.
Denote D′ as a dataset such that dH(D,D′) ≤ k. Let I be the set of users such that Di ̸= D′

i.
Throughout this section, we denote yi = yi(D) and y′

i = yi(D′) for simplicity.

From (25),

µ̂0(D′) = argmin
s

∑
i∈I

ϕ(s,y′
i) +

∑
i∈[n]\I

ϕ(s,yi)

 . (29)

Let ∇ϕ be the gradient of ϕ with respect to the first argument. Define

g(s) =
∑
i∈I

∇ϕ(s,y′
i) +

∑
i∈[n]\I

∇ϕ(s,yi), (30)

then

g(µ̂0(D′)) = 0, (31)

and

g(µ̂0(D)) =
∑
i∈I

∇ϕ(µ̂0(D),y′
i) +

∑
i=[n]\I

∇ϕ(µ̂0(D),yi)

=
∑
i∈I

∇ϕ(µ̂0(D),y′
i)−

∑
i∈I

∇ϕ(µ̂0(D),yi) +
∑
i∈[n]

∇ϕ(µ̂0(D),yi)

=
∑
i∈I

∇ϕ(µ̂0(D),y′
i)−

∑
i∈I

∇ϕ(µ̂0(D),yi), (32)

in which the last step comes from (25).

Then we show the following lemma.

Lemma 6. If Z(D) ≤ T , then µ̂0(D) = ȳ, in which ȳ = (1/n)
∑n

i=1 yi.

Proof. The proof has two steps.

(1) ȳ is a minimizer of
∑n

i=1 ϕ(s,yi). From (26),

∇ϕ(s,yi) =

{
s− yi if ∥s− yi∥ ≤ T
T s−yi

∥s−yi∥ if ∥s− yi∥ > T, (33)

in which the second step holds because ∥ȳ − yi∥ ≤ Z ≤ T . Moreover,
∑n

i=1 ϕ(s,yi) is convex,
thus ȳ is a minimizer.

(2) ȳ is the unique minimizer. The Hessian

∇2
n∑

i=1

ϕ(ȳ,yi) ≥
n∑

i=1

1 (∥ȳ − yi∥ ≤ T ) = n. (34)

Therefore
∑n

i=1 ϕ(s,yi) is strong convex around ȳ, and thus ȳ is unique.

From (30),

∥g(µ̂0(D))∥ ≤
k∑

i=1

∥∇ϕ(ȳ,y′
i)∥+

k∑
i=1

∥∇ϕ(ȳ,yi)∥

≤ kT + k

k∑
i=1

∥ȳ − yi∥

≤ k(T + Z(D)). (35)
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Moreover, for s satisfying ∥s− ȳ∥ ≤ T − Z,

∇g(s) =

k∑
i=1

∇2ϕ(s,y′
i) +

n∑
i=k+1

∇2ϕ(s,yi)

⪰
n∑

i=k+1

1(∥s− yi∥ ≤ T )

⪰ (n− k)I, (36)

in which the last step holds because

∥s− yi∥ ≤ ∥s− ȳ∥+ ∥ȳ − yi∥ ≤ T − Z(D) + Z(D) = T. (37)

Let L be a path connecting µ̂0(D) and µ̂0(D′). Then

∥g(µ̂0(D))− g(µ̂0(D′))∥ =

∥∥∥∥∫
L

∇g(s) · ds
∥∥∥∥

≥ (n− k)min {∥µ̂0(D)− µ̂0(D′)∥ , T − Z(D)} , (38)

Note that from (31) and (35),

∥g(µ̂0(D))− g(µ̂0(D′))∥ ≤ k(T + Z(D)). (39)

From the condition Z(D) < (1−2k/n)T in Lemma 1, (n−k)(T −Z(D)) > k(T +Z(D)). Hence,
(38) and (39) yields

∥µ̂0(D′)− µ̂0(D)∥ ≤ k(T + Z(D))

n− k
. (40)

C Proof of Lemma 2

Denote D′ as a dataset adjacent to D at user-level. Then it remains to bound ∥µ̂0(D)− µ̂0(D′)∥.
Recall that in the statement of Lemma 2, we have required that there exists a dataset D∗ such that
Z(D∗) < (1− 2(k+ 1)/n)T , and dH(D,D∗) ≤ k. Denote I as the set of users such that D and D∗

have different values, while D and D′ differ at user u. Now we discuss two cases.

Case 1. u /∈ I . In other words, D and D′ differ at a user that is the same between D and D∗. In
this case, D′ has k + 1 users that are different from D∗. Without loss of generality, suppose that
I = {1, . . . , k}, while u = k + 1. D∗, D and D′ can be written as follows:

D∗ = {D1, . . . , Dn}, (41)
D = {D′

1, . . . , D
′
k, Dk+1, . . . , Dn}, (42)

D′ = {D′
1, . . . , D

′
k+1, Dk+2, . . . , Dn}. (43)

For convenience of expression, denote yi = yi(D) and y′
i = y(D′

i).

In this section, define g1(s) as follows:

g1(s) =

k+1∑
i=1

∇ϕ(s,y′
i) +

n∑
i=k+2

∇ϕ(s,yi), (44)

then

g1(µ̂0(D′)) = 0, (45)

and

g1(µ̂0(D)) =

k+1∑
i=1

∇ϕ(µ̂0(D),y′
i) +

n∑
i=k+2

∇ϕ(µ̂0(D),yi)

=

k∑
i=1

∇ϕ(µ̂0(D),y′
i) +

n∑
i=k+1

∇ϕ(µ̂0(D),yi)

+∇ϕ(µ̂0(D),y′
k+1)−∇ϕ(µ̂0(D),yk+1)

= ∇ϕ(µ̂0(D),y′
k+1)−∇ϕ(µ̂0(D),yk+1). (46)
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Therefore

∥g1(µ̂0(D))∥ ≤
∥∥∇ϕ(µ̂0(D),y′

k+1)
∥∥+ ∥∇ϕ(µ̂0(D),yk+1)∥

(a)

≤ T + ∥µ̂0(D)− yk+1∥
(b)

≤ T + ∥µ̂0(D)− µ̂0(D∗)∥+ ∥ȳ(D∗)− yk+1∥
≤ T + ω(D∗, k) + Z(D∗). (47)

(a) comes from (33). By taking gradient over s, we have ∥∇ϕ(s, y)∥ ≤ min{T, ∥s− y∥}. (b) comes
from Lemma 6, which states that µ̂0(D) = ȳ.

For all s satisfying ∥s− µ̂0(D)∥ ≤ T − Z(D∗)− ω(D∗, k),

∇g1(s) =

k+1∑
i=1

∇2ϕ(s,y′
i) +

n∑
i=k+2

∇2ϕ(s,yi)

⪰
n∑

i=k+2

1(∥s− yi∥ ≤ T )

⪰ (n− k − 1)I, (48)

in which the last step holds because

∥s− yi∥ ≤ ∥s− µ̂0(D)∥+ ∥µ̂0(D)− ȳ∥+ ∥ȳ − yi∥
≤ T − Z(D∗)− ω(D∗, k) + ω(D∗, k) + Z(D∗)

= T. (49)

Then

∥g1(µ̂0(D))− g1(µ̂0(D′))∥ =

∥∥∥∥∫
L

∇g1(s)ds

∥∥∥∥
≥ (n− k − 1)min {∥µ̂0(D)− µ̂0(D′)∥ , T − Z(D∗)− ω(D∗, k)} ,

(50)

in which L is the line connecting µ̂0(D) and µ̂0(D′).

From (45) and (47),

∥g1(µ̂0(D))− g1(µ̂0(D′))∥ ≤ T + ω(D∗, k) + Z(D∗). (51)

From the condition Z(D∗) < (1− 2(k + 1)/n)T in Lemma 2,

(n− k − 1)(T − Z(D∗)− ω(D∗, k)) > T + ω(D∗, k) + Z(D∗). (52)

Hence

∥g1(µ̂0(D))− g1(µ̂0(D′))∥ < (n− k − 1)(T − Z(D∗)− ω(D∗, k)). (53)

From (50) and (53), the second element in the minimum bracket in (50) will not take effect. Hence,

∥µ̂0(D)− µ̂0(D′)∥ < T − Z(D∗)− ω(D∗, k). (54)

(54) will be useful in the analysis of the second case. From (50) and (53), we can also get

∥µ̂0(D)− µ̂0(D′)∥ ≤ T + ω(D∗, k) + Z(D∗)

n− k − 1

≤ n

(n− k − 1)(n− k)
(T + Z(D∗)), (55)

in which the last step uses the bound of ω(D∗, k) in Lemma 1. Now we have bounded
∥µ̂0(D)− µ̂0(D′)∥ for the first case.

Case 2: u ∈ I . In other words, D and D′ differ in a user that is different between D and D∗. Without
loss of generality, suppose that I = {1, . . . , k}, and u = k. D∗, D and D′ can be written as follows:

D∗ = {D1, . . . , Dn}, (56)
D = {D′

1, . . . , D
′
k, Dk+1, . . . , Dn}, (57)

D′ = {D′
1, . . . , D

′
k−1, D

′′
k , Dk+1, . . . , Dn}. (58)
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In order to bound ∥µ̂0(D)− µ̂0(D′)∥, we construct a temporary dataset Dtemp as follows:

Dtemp = {D′
1, . . . , D

′
k−1, Dk, . . . , Dn}. (59)

Define

g2(s) =

k−1∑
i=1

∇ϕ(s,y′
i) +∇ϕ(s,y′′

k) +

n∑
i=k+1

∇ϕ(s,yi). (60)

Then g2(µ̂0(D′)) = 0, and

g2(µ̂0(D)) = ∇ϕ(µ̂0(D),y′′
k)−∇ϕ(µ̂0(D),y′

k). (61)

From (33),

∥g2(µ̂0(D))− g2(µ̂0(D′))∥ ≤ 2T. (62)

Now we bound ∥µ̂0(D)− µ̂0(D′)∥. Corresponding to (54), we get

∥µ̂0(Dtemp)− µ̂0(D)∥ < T − Z(D∗)− ω(D∗, k − 1), (63)

and

∥µ̂0(Dtemp)− µ̂0(D′)∥ < T − Z(D∗)− ω(D∗, k − 1). (64)

Denote L as the line connecting µ̂0(D) and µ̂0(D′). For all s ∈ L, ∥s− µ̂0(Dtemp)∥ ≤ T−Z(D∗)−
ω(D∗, k − 1). Corresponding to (48), for all s ∈ L,

∇g2(s) ⪰ (n− k)I. (65)

Therefore

∥g2(µ̂0(D))− g2(µ̂0(D′))∥ ≥ (n− k) ∥µ̂0(D)− µ̂0(D′)∥ . (66)

From (62) and (66),

∥µ̂0(D)− µ̂0(D′)∥ ≤ 2T

n− k
. (67)

Combine case 1 and 2, we get

LS(D) ≤ max

{
n(T + Z(D∗))

(n− k − 1)(n− k)
,

2T

n− k

}
=

2T

n− k
. (68)

The last step comes from the requirement that Z(D∗) < (1− 2(k + 1)/n)T . The proof is complete.

D Proof of Theorem 1

Two requirements on smooth sensitivity are shown in Definition 4, i.e.

(1) For any D, S(D) ≥ LS(D);

(2) For any neighboring D and D′, S(D) ≤ eβS(D′).

It has been shown in [48] that based on (1) and (2), the final result µ̂ is (ϵ, δ)-DP. In the remainder of
this section, we show that both requirements (1) and (2) are satisfied.

For (1), from Lemma 1 and 2, LS(D) ≤ G(D, 0) if the corresponding conditions are satisfied. If
these conditions are not satisfied, since ∥Clip(µ̂0(D), Rc)∥ ≤ Rc always hold, the sensitivity can
always be bounded by 2Rc. Hence LS(D) ≤ G(D, 0) holds for all D. From (11), G(D, 0) ≤ S(D).
Therefore the requirement (1) is satisfied.

For (2), it suffices to show that G(D, k) ≤ G(D′, k + 1). From Lemma 2, if ∆(D′) exists, and
k + 1 ≤ n/4− 1−∆(D′), then

G(D′, k + 1) =
2T

n− k − 1−∆(D′)
. (69)
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From the definition of ∆ in (9), since D and D′ are adjacent, ∆(D) ≤ ∆(D′) + 1 holds. Therefore,
the condition k + 1 ≤ n/4− 1−∆(D′) yields k ≤ n/4− 1−∆(D). Use Lemma 2 again, we get

G(D, k) ≤ 2T

n− k −∆(D)

≤ 2T

n− k − 1−∆(D′)

= G(D′, k + 1). (70)

If the conditions in Lemma 2 are not satisfied, i.e. ∆(D′) does not exists or k+1 > n/4−1−∆(D′),
then G(D′, k + 1) = 2Rc, thus G(D, k) ≤ G(D′, k + 1) holds.

Now we have shown that no matter whether the conditions in Lemma 2 holds, we always have
G(D, k) ≤ G(D′, k + 1). From (11), it can be easily shown that S(D) ≤ eβS(D′).

E Proof of Theorem 2

In this section, we analyze the practical performance of the estimator for a random dataset.

Notation. Throughout this section, for convenience, we just denote Z = Z(D), Yi = yi(D) and
Ȳ = ȳ(D) for simplicity. We use capital letters here since D is random, thus Yi and Ȳ are random
variables.

From Lemma 11 in Section K, for i = 1, . . . , n,

P(∥Yi − µ∥ > t) ≤ (d+ 1)e−
3mt2

32R2 . (71)

Recall that Z = maxi
∥∥Yi − Ȳ

∥∥. If ∥Yi − µ∥ ≤ t/2 for all i, then
∥∥Ȳ − µ

∥∥ ≤ t/2 also holds,
thus Z ≤ t. Therefore

P(Z > t) ≤
n∑

i=1

P
(
∥Yi − µ∥ >

t

2

)
≤ n(d+ 1)e−

3mt2

128R2 . (72)

Define

Z0 =

√
128R2

3m
ln(mn3(d+ 1)). (73)

Then

P (Z > Z0) ≤
1

mn2
. (74)

Recall that

T = CT
R√
m

ln(mn3(d+ 1)), (75)

with CT > 16
√

2/3. Then with probability at least 1− 1/(mn2), Z ≤ T/2 holds, thus

S(D) = max
k

e−βkG(D, k)

≤ max

{
max

k≤n/4−1
e−βk 2T

n− k
, 2Rce

− 1
4nβ

}
. (76)

Note that in the statement of Theorem 2, it is required that n > (4/β) ln(nRc/T ). This yields
2Rce

−nβ/4 < 2T/n, and e−βk2T/(n− k) decreases with k. Therefore

S(D) ≤ 2T

n
. (77)
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It remains to bound the estimation error. The mean squared error of mean estimation can be
decomposed in the following way:

E
[
∥µ̂(D)− µ∥2

]
= E

[
∥Clip(µ̂0(D), R) +W − µ∥2

]
(a)
= E

[
∥Clip(µ̂0(D), R)− µ∥2

]
+ E[∥W∥2]

≤ E
[
∥µ̂0(D)− µ∥2 1(Z ≤ Z0)

]
+ E

[
∥W∥2 1(Z ≤ Z0)

]
+E

[
∥Clip(µ̂0(D), R)− µ∥2 1(Z > Z0)

]
+E

[
∥W∥2 1(Z > Z0)

]
:= I1 + I2 + I3 + I4. (78)

(a) holds because E[W|D] = 0 for any D, thus µ̂0(D)− µ and W are uncorrelated. Now we bound
these four terms separately.

Bound of I1. From Lemma 6, for Z ≤ R ln(nd)/
√
m, Z < T holds, thus µ̂0(D) = Ȳ. For

convenience, denote Y as an i.i.d copy of Yi, i = 1, . . . , n and X as an i.i.d copy of Xij , i = 1, . . . , n,
j = 1, . . . ,m. Then

I1 = E

∥∥∥∥∥ 1n
n∑

i=1

Yi − µ

∥∥∥∥∥
2

1

(
Z ≤ R√

m
ln(nd)

)
≤ E

∥∥∥∥∥ 1n
n∑

i=1

Yi − µ

∥∥∥∥∥
2


=
1

n
E
[
∥Y − µ∥2

]
=

1

mn
E
[
∥X− µ∥2

]
≤ R2

mn
. (79)

Bound of I2.

I2
(a)

≤ d

α2
E[S2(D)1(Z ≤ Z0)]

(b)

≲
T 2d

n2α2

(c)∼ dR2

mn2ϵ2
ln(mn3d) ln

1

δ
. (80)

(a) holds because W ∼ N (0, (λ2/α2)I). (b) comes from (77). (c) comes from (3).

Bound of I3. From (74),

I3 ≤ 4R2P (Z > Z0)

≤ 4R2

mn2
. (81)

Bound of I4.

I4 ≤ d

α2
E[S2(D)1(Z > Z0)]

≲
dR2

α2
P(Z > Z0)

≲
dR2

mn2ϵ2
ln

1

δ
. (82)
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Now all four terms in (78) have been bounded. Therefore

E
[
∥µ̂(D)− µ∥2

]
≲

R2

mn
+

dR2

mn2ϵ2
ln(mn3d) ln

1

δ
. (83)

The proof is complete.

F Proof of Theorem 3

In this section, following Appendix E, we still denote Yi = yi(D) and Ȳ = ȳ(D) for simplicity.

Define

r0 = max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
, (84)

in which ν =
√
d/(nϵ). From the statement of Theorem 3, T > 4r0. From Lemma 13,

P(∥Yi − µ∥ > r0) ≤ ν =

√
d

nϵ
. (85)

Define

nout =

n∑
i=1

1(∥Yi − µ∥ > r0). (86)

Then nout follows a Binomial distribution with parameter (n, p) with p ≤ 1/n. E[nout] ≤ 1. This
indicates that with the increase of n, the number of outliers is still bounded by O(1) with high
probability.

Lemma 7. ∆(D, k) ≤ nout for k < n/4− nout − 1.

Proof. From the dataset D, we construct D∗ as follows. Let D∗ = {D∗
1 , . . . , D

∗
n} such that D∗

i = Di

if ∥Yi − µ∥ ≤ r0, and D∗
i is an arbitrary set with mean value µ. In other words, denote Y∗

i as the
mean value in D∗

i , then

Y∗
i =

{
Yi if ∥Yi − µ∥ ≤ r0
µ if ∥Yi − µ∥ > r0.

(87)

Then dH(D,D∗) = nout. Let Ȳ∗ = (1/n)
∑n

i=1 Y
∗
i . Note that

Z(D∗) = max
i

∥∥Ȳ∗ − µ
∥∥+max

i
∥Y∗

i − µ∥ ≤ 2r0 <
1

2
T. (88)

G(D, k) can be bounded using Definition 5. Since Rc = R, for k ≥ n/4− nout − 1, G(D, k) ≤ 2R.
Therefore, for sufficiently large n, if nout < n/8, then

λ = max
k

e−βkG(D, k)

≤ max

{
max

k<n/4−nout−1

2T

n− k − nout
, e−β(n/4−nout−1)

}
(a)

≤ max
k<n/4−nout−1

2T

n− k − nout

=
8T

3n
. (89)

(a) holds since Theorem 3 requires that n > 8(1 + (1/β) ln(n/2T )), thus the e−β(n/4−nout−1) ≤
2T/n.
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Then the mean squared error of µ̂ can be bounded by

E
[
∥µ̂(D)− µ∥2

]
= E

[
∥Clip(µ̂0(D), R) +W − µ∥2

]
= E

[
∥Clip(µ̂0(D), R)− µ∥2

]
+ E[∥W∥2]

= E
[
∥Clip(µ̂0(D), R)− µ∥2 1(nout <

1

8
n)

]
+ E

[
∥W∥2 1(nout <

1

8
n)

]
+E

[
∥Clip(µ̂0(D), R)− µ∥2 1(nout ≥

1

8
n)

]
+ E

[
∥W∥2 1(nout ≥

1

8
n)

]
:= I1 + I2 + I3 + I4. (90)

From Chernoff inequality,

P(nout > l) ≤ e−nν
(enν

l

)l
. (91)

Thus

P
(
nout >

1

8
n

)
≤

(
8e
√
d

nϵ

)n
8

, (92)

which decays faster than any polynomial. Therefore, I3 and I4 can be neglected in asymptotic
analysis. Now we bound I1 and I2.

Bound of I1. Note that

∥µ̂0(D)− µ∥ ≤ ∥µ̂0(D)− µ̂0(D∗)∥+ ∥µ̂0(D∗ − µ)∥ . (93)

Since Z(D∗) < T , µ̂0(D∗) = Ȳ∗, then

E
[
∥µ̂0(D∗)− µ∥2

]
= E

[∥∥Ȳ∗ − µ
∥∥2]

≤ tr(Var[Ȳ∗]) +
∥∥E[Ȳ∗]− µ

∥∥2
≲

1

mn
+ r0ν, (94)

in which the last step uses Lemma 14.

From Lemma 1,

∥µ̂0(D)− µ̂0(D∗)∥ ≤ ω(D∗, nout)

≤ nout(T + Z(D∗))

n− nout

≤
3
2Tnout

n− nout
. (95)

The expectation can be bounded by

E
[
∥µ̂0(D)− µ̂0(D∗)∥2 1

(
nout <

n

8

)]
≤ E

[( 3
2Tnout

n− n
8

)2
]

∼ T 2

n2
E[n2

out]

∼ T 2

n2
. (96)

Therefore

I1 ≲
T 2

n2
+

1

mn
+ ν2r20. (97)

Bound of I2.
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E
[
∥W∥2 1

(
nout <

n

8

)]
≤ d

α2
E
[
λ21(nout <

n

8
)
]
≲

dT 2

n2ϵ2
ln

1

δ
, (98)

in which the last step uses (3) and (89).

Combine all terms, the final bound on the mean squared error is

E
[
∥µ̂(D)− µ∥2

]
≲

1

mn
+

dT 2

n2ϵ2
ln

1

δ
+ r20ν

2

∼ 1

mn
+

dT 2

n2ϵ2
ln

1

δ

∼ 1

mn
+

d

n2ϵ2
ln

1

δ

(
ln(nd)

m
+m

2
p−2n

2
p ϵ

2
p d−

1
p ln2(nd)

)
, (99)

in which the second step uses T > 4r0 (from (13) and (84)) and ν =
√
d/(nϵ). The proof is

complete.

G Comment on Two-stage Approach

In this section,we provide a brief comment on the two-stage approach WME in [34].

1) For heavy-tailed distributions. We follow the steps of Appendix D.4 in [34].

[34] defined a (τ, γ) concentration, which requires that there exists a point c, with probability 1− γ,
∥Yi − c∥ ≤ τ for all i, in which Yi is the i-th user-wise average. We use capital letter here to denote
that it is a random variable.

From Appendix D.4 in [34], γ ∼ 1/(mn2ϵ2) is used. From Lemma 13, let ν = 1/(mn3ϵ2), we have

∥Y − µ∥ ≤ max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
(100)

with probability at least 1 − ν, in which Y is i.i.d with Yi, i = 1, . . . , n. The value of τ can be
obtained by taking union bound for all i:

τ ∼
√

1

m
ln(mn3d) +m

1
p−1(mn3)

1
p ln(mn3d). (101)

Follow other parts of Appendix D.4 in [34], we can get

E[∥µ̂− µ∥2] ≲ 1

mn
+

d ln2(mnd) ln 1
δ

n2ϵ2

[
1

m
+m

4
p−2n

6
p ln(nmd)

]
. (102)

Moreover, [34] has already shown the tightness of the mean squared error for the bounded case. For
heavy-tailed distributions, following Appendix D.4 in [34], it can also be shown that the bound (102)
is tight.

2) For imbalanced users. For simplicity, we focus on the one dimensional problem. With the
two-stage approach, for users with different mi, the final estimate will be

µ̂ =
1

N

n∑
i=1

miΠ[a,b]Yi, (103)

in which π[a,b] means clipping on [a, b]. The sensitivity is determined by the user with maximum mi.
Let mmax = maxi mi. Then the sensitivity if mmax(b− a)/n.

From [34], now suppose that mi are the same for all i except one that is significantly larger. Then
τ ∼ R

√
n lnn/N , b − a = 4τ , the sensitivity scales as (Rmmax/N)

√
n lnn/N . Denote γ0 =

nmmax/N as the ratio between maximum mi and average mi. Then the mean squared error induced
by privacy mechanism is

E[W 2] ≳
R2m2

max

N2

n lnN

N
=

γ2
0R

2 lnn

Nnϵ2
. (104)
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H Proof of Lemma 3

Following the proof of Theorem 2 in Appendix E, denote yi = yi(D), y′
i = yi(D′) and ȳ =

(1/n)
∑n

i=1 yi. The proof begins with the following lemma.
Lemma 8. If Ti > Zi(D) for all i, then µ̂0(D) = ȳ.

Proof. We just need to prove that ȳ is a minimizer of
∑n

i=1 wiϕi(s,yi). Since Zi < Ti for all i,
∇ϕi(ȳ,yi) = ȳ − yi. (105)

Then
n∑

i=1

wi∇ϕi(ȳ,yi) =

n∑
i=1

wi(ȳ − yi) = 0. (106)

Now we derive the sensitivity. Without loss of generality, we assume that first k users are replaced by
others. Define

g(s) =
∑
i∈I

wi∇ϕ(s,y′
i) +

∑
i∈[n]\I

wi∇ϕ(s,yi), (107)

then g(µ̂0(D′)) = 0, and

g(µ̂0(D)) =
∑
i∈I

wi∇ϕ(µ̂0(D),y′
i) +

∑
i∈[n]\I

wi∇ϕ(µ̂0(D),yi)

=
∑
i∈I

wi∇ϕ(µ̂0(D),y′
i)−

∑
i∈I

wi∇ϕ(µ̂0(D),yi) +

n∑
i=1

wi∇ϕ(µ̂0(D),yi)

=
∑
i∈I

wi∇ϕ(µ̂0(D),y′
i)−

∑
i∈I

wi∇ϕ(µ̂0(D),yi). (108)

Recall that Z = maxi ∥ȳ − yi∥. From Lemma 8, if Zi < Ti for all i, then
∥µ̂0(D)− yi∥ = ∥ȳ − yi∥ ≤ Z, (109)

thus
∥g(µ̂0(D))∥ ≤

∑
i∈I

wi(Ti + Zi). (110)

From (107),

∇g(s) =
∑
i∈I

wi∇2ϕ(s,y′
i) +

∑
i∈[n]\I

wi∇2ϕ(s,yi)

⪰
∑

i∈[n]\I

wi1(∥s− yi∥ ≤ Ti). (111)

For all s satisfying ∥s− ȳ∥ ≤ mini(Ti − Zi), ∥s− yi∥ ≤ Ti always holds, thus

∇g(s) ⪰

 ∑
i∈[n]\I

wi

 I =

(
N −

∑
i∈I

wi

)
I. (112)

Under condition h(D, 1) ≤ min
i
(Ti − Zi(D)),

∥µ̂0(D′)− µ̂0(D)∥ ≤
∑

i∈I wi(Ti + Zi(D))

N −
∑

i∈I wi
. (113)

Recall that we have assumed D′ = {D′
1, . . . , D

′
k, Dk+1, . . . , Dn}, i.e. first k users are replaced by

others. Actually, the replaced users can be arbitrarily selected from n users. Therefore, a simple
generalization yields:

ω(D, k) ≤ max
I⊆[n],|I|=k

∑
i∈I wi(Ti + Zi(D))

N −
∑

i∈I wi
. (114)

The proof is complete.
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I Proof of Lemma 4

Similar to the proof of Lemma 2 in Appendix C, we analyze two cases.

For the first case, u /∈ I , in which u and I have the same definition as in Appendix 5, without loss of
generality, suppose D and D∗ differ in the first k users, while D and D′ differ in the (k + 1)-th user.
Then

∥µ̂0(D′)− µ̂0(D)∥ ≤ mk+1(Tk+1 + Zk+1(D∗) + ω(D∗, k))

N −
∑k+1

i=1 wi

. (115)

From Lemma 3 and the condition h(D∗, k + 1) < mini(Ti − Zi(D∗)) in Lemma 4,
ω(D∗, k) ≤ h(D∗, k) < min

i
(Ti − Zi(D∗)) ≤ Tk+1 − Zk+1(D∗), (116)

thus

∥µ̂0(D′)− µ̂0(D)∥ ≤ 2mk+1Tk+1

N −
∑k+1

i=1 wi

. (117)

For the second case, following steps in Appendix B,

∥µ̂0(D′)− µ̂0(D)∥ ≤ 2mkTk

N −
∑k

i=1 wi

(118)

Taking maximum, we have

LS(D) ≤
2max
i∈[n]

wiTi

N (1− γ(k + 1))
. (119)

J Proof of Theorem 5

Similar to the proof of Theorem 2, denote Zi = Zi(D), Yi = yi(D) and Ȳ = (1/n)
∑n

i=1 Yi.
Denote

Nc =

n∑
i=1

mi ∧mc, (120)

then from the statement in Theorem 5, wi = mi ∧mc/Nc. From the statement of Theorem 5, recall
that mc = γN/n.

The proof starts with the following lemma.
Lemma 9. With probability 1− (n+ 1)/(Nn2), for all i,

Zi ≤
√

32

3
R2 ln(Nn2(d+ 1))

(
1

Nc
+

1
√
mi

)
. (121)

From now on, denote ai as the right hand side of (121).

Proof. From Lemma 11,

P(
∥∥Ȳ − µ

∥∥ > t) ≤ (d+ 1)e−
3Nt2

32R2 , (122)
and

P (∥Yi − µ∥ > t) ≤ (d+ 1)e−
3mit

2

32R2 . (123)
Recall that Zi =

∥∥Ȳ −Yi

∥∥. Therefore

P (∪n
i=1{Zi > ai}) ≤ P

(∥∥Ȳ − µ
∥∥ >

√
32R2

3N
ln(Nn2(d+ 1))

)

+

n∑
i=1

P

∥Yi − µ∥ >

√
32R2

3mi
ln(Nn2(d+ 1))


≤ 1

Nn2
+ n

1

Nn2

=
n+ 1

Nn2
. (124)
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The proof of Lemma 9 is complete.

Since Zi ≤ ai < Ti for all i, from Lemma 8, µ̂0(D) = Ȳ. Moreover, we show that ∆(D) = 0, in
which ∆ is defined in (17). This needs the following lemma.

Lemma 10. For k ≤ n/(8γ), if Zi ≤ ai for all i, in which ai is the right hand side of (121), then

h(D, k) < min
i∈[n]

(Ti − Zi). (125)

Proof. Recall Ti in (19), let

A = CTR
√
ln(Nn2(d+ 1)), (126)

then Ti = A/
√
mi ∧mc, thus

min
i
(Ti − Zi) ≥ min

i

(
A√

mi ∧mc
− ai

)

≥ min
i

 A√
mi ∧mc

− 2

√
32R2

3mi
ln(Nn2(d+ 1))


≥ min

i

(
A√

mi ∧mc
− A

2
√
mi

)
≥ A

2
√
mc

=
A

2

√
n

γN
. (127)

Now we provide an upper bound of h(D, k):

h(D, k)
(a)

≤
∑n

i=n−k+1 wi(Ti + ai)∑n−k
i=1 wi

=

∑n
i=n−k−1(mi ∧mc)(Ti + ai)∑n−k

i=1 mi ∧mc

≤

∑n
i=n−k+1(mi ∧mc)

(
A√

mi∧mc
+ A

2
√
mi

)
Nc − kmc

≤
3
2kA

√
mc

1
2N − kγN

n

(b)
<

3n
8γA

√
γN
n

3
4N

=
A

2

√
n

γN
. (128)

(a) comes from (16), and that Zi ≤ ai for all i. (b) uses the condition k < n/(8γ).

Combine (127) and (128), (125) holds. The proof of Lemma 10 is complete.
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Now it remains to bound of G(D, k). From Lemma 10, if Zi ≤ ai for all i, then ∆(D) = 0, since
h(D∗, k0) < mini(Ti − Zi). Then for all k ≤ k0 − 1,

G(D, k)
(a)

≤ 2maxi wiTi∑n−k−1
i=1 wi

= 2
maxi(mi ∧mc)Ti∑n−k−1

i=1 mi ∧mc

≤ 2
A
√
mc

Nc − (k + 1)mc

(b)

≤
2A

√
mc

1
2N − (k + 1)γNn

=
4Amc

N
(
1− 2γ k+1

n

)
(c)

≤ 16A

3N

√
mc

=
16A

3

√
γ

Nn
. (129)

(a) comes from Definition 6. Note that ∆(D) = 0. For k ≤ k0 − 1, G(D, k) is h(D, 1) if
h(D, 1) ≤ min

i
(Ti − Zi(D)) holds, or 2maxi wiTi/(

∑n−k−1
i=1 wi). It can be shown that the former

one is less than the latter, thus (a) holds. For (b), from Assumption 3,

Nc =

n∑
i=1

mi ∧mc ≥ N −
∑

k:mk>γN/n

mk ≥ N − N

2
=

N

2
. (130)

(c) holds because γ(k + 1)/n ≤ γk0/n ≤ 1/8.

From (129), the smooth sensitivity can be bounded by

S(D) ≤ max

{
16A

3

√
γ

Nn
, 2Re−βk0

}
. (131)

Recall that k0 = ⌊n/(8γ)⌋. In Theorem 5, it is required that n > 8γ(1 + (1/2β) ln(Nn)), thus
k0 ≥ ln(Nn)/(2β), and e−βk0 = 1/

√
Nn. Therefore, the second term in (131) does not dominate.

This result indicates that as long as Zi ≤ ai for all i,

S(D) ≤ 16A

3

√
γ

Nn
. (132)

Now we bound the mean squared error. Denote E as the event such that Zi ≤ ai for all i. Then

E
[
∥µ̂(D)− µ∥2

]
≤ E

[
∥µ̂0(D)− µ∥2 1(E)

]
+ E

[
∥W∥2 1(E)

]
+E

[
∥Clip(µ̂0(D), R)− µ∥2 1(Ec)

]
+ E

[
∥W∥2 1(Ec)

]
:= I1 + I2 + I3 + I4. (133)

28



Bound of I1.

I1 = E
[∥∥Ȳ − µ

∥∥2 1(E)
]

≤ E
[∥∥Ȳ − µ

∥∥2]
= trVar

[∑
i

wiYi

]

=
∑
i

w2
i

R2

mi

=

∑
i(mi ∧mc)

2 R2

mi

(
∑

i mi ∧mc)2

≤ 1∑
i(mi ∧mc)

=
1

Nc

≤ 2

N
. (134)

Bound of I2.

I2 =
E[S2(D)1(E)]

α2
d

≲
d

α2
A2 γ

Nn

∼ dR2γ

Nnϵ2
ln(Nn2d) ln

1

δ
. (135)

Bound of I3.

I3 ≤ 4R2P(Ec)

≤ 4
n+ 1

Nn2
. (136)

Bound of I4.

I4 ≲
E[λ21(Ec)]

α2
d ≲

dR2

ϵ2
ln

1

δ

1

Nn
. (137)

I3 and I4 converges to zero faster than any polynomial. Therefore

E
[
∥µ̂(D)− µ∥2

]
≲

R2

mn
+

dR2γ

Nϵ2
ln(Nn2d) ln

1

δ
. (138)

K Common Lemmas

Lemma 11. (Concentration inequality of bounded random vector) Given a random vector X
supported at Bd(0, R), and E[X] = µ. X1, . . . ,Xm are m i.i.d copies of X. Denote X̄ as
the sample mean, i.e. X̄ = (1/m)

∑m
j=1 Xj . Then

P(
∥∥X̄− µ

∥∥ > t) ≤ (d+ 1)e−
3mt2

32R2 . (139)

Proof. We use the following lemma.
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Lemma 12. ( [88], Lemma 1.6.2) Let U1, . . . ,Um be independent centered random vectors with
dimension d. Assume that each one is uniformly bounded, i.e. for j = 1, . . . ,m,

E[Uj ] = 0, (140)

and with probability 1,

∥Uj∥ ≤ L. (141)

Let Z =
∑m

j=1 Uj
2, and define

γ(Z) =

∣∣∣∣∣∣
m∑
j=1

E[UT
j Uj ]

∣∣∣∣∣∣ . (142)

Then for all t > 0,

P(∥Z∥ > t) ≤ (d+ 1) exp

[
− t2/2

γ(Z) + Lt/3

]
. (143)

Now we prove Lemma 11 based on Lemma 12. Let Uj = Xj − µ. Since ∥Xj∥ ≤ R, ∥µ∥ ≤ R
holds, ∥Xj − µ∥ ≤ 2R always holds, and γ(Z) = 4mR2. Hence

P(∥Z∥ > t) ≤ (d+ 1) exp

[
− t2/2

4mR2 + 2
3Rt

]
. (144)

Hence

P(
∥∥X̄− µ

∥∥ > t) ≤ (d+ 1) exp

[
− m2t2

8mR2 + 4
3Rtm

]
≤ (d+ 1) exp

[
−3mt2

32R2

]
. (145)

Lemma 13. (Concentrated inequality of unbounded random vector) Given a random vector X,
E[X] = µ, and E [∥X− µ∥p] ≤ Mp. X1, . . . ,Xm are m i.i.d copies of X. Denote X̄ as the sample
mean. Then with probability at least 1− ν,

∥∥X̄− µ
∥∥ ≤ max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
. (146)

Proof. We still use Lemma 12. Pick r > 0, whose exact value will be determined later. Define

Uj := (Xj − µ)1(∥Xj − µ∥ ≤ r), (147)

and

Vj := (Xj − µ)1(∥Xj − µ∥ > r). (148)

Then

X̄− µ =
1

m

m∑
j=1

Uj +
1

m

m∑
j=1

Vj , (149)

and

P
(∥∥X̄− µ

∥∥ > t
)
≤ P

∥∥∥∥∥∥ 1

m

m∑
j=1

Uj

∥∥∥∥∥∥ > t

+ P

∥∥∥∥∥∥ 1

m

m∑
j=1

Vj

∥∥∥∥∥∥ > 0

 . (150)

2This definition of Z is only used in this section.
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Let Z =
∑m

j=1 Uj . Then from (142),

γ(Z) = E

 m∑
j=1

UT
j Uj

 ≤ mE[∥X− µ∥2] ≤ mM
2
p
p . (151)

Note that ∥Uj∥ < r always holds. Therefore, from Lemma 12,

P (∥X∥ > t) ≤ (d+ 1) exp

− t2/2

mM
2
p
p + 1

3rt


≤ (d+ 1) exp

−min

 t2

4mM
2
p
p

,
3t

4r


 , (152)

and

P

∥∥∥∥∥∥ 1

m

m∑
j=1

Uj

∥∥∥∥∥∥ > t

 = P(∥Z∥ > mt)

≤ (d+ 1) exp

−min

 mt2

4M
2
p
p

,
3mt

4r




≤ (d+ 1)e

− mt2

4M

2
p
p + (d+ 1)e−

3mt
4r . (153)

Now we have bounded the first term in (150). For the second term in (150),

P

∥∥∥∥∥∥ 1

m

m∑
j=1

Vj

∥∥∥∥∥∥ > 0

 ≤ P
(
∪m
j=1{∥Vj∥ > 0}

)
≤ mP (∥X− µ∥ > r)

≤ mMpr
−p. (154)

Therefore, from (150), (153) and (154),

P
(∥∥X̄− µ

∥∥ > t
)
≤ (d+ 1)e

− mt2

4M

2
p
p + (d+ 1)e−

3mt
4r +Mpmr−p. (155)

To make the right hand side of (155) to be no more than ν, we let each term to be no more than ν/3.
Note that now r has not be determined. Therefore, we let the third term equals ν/3 first, thus

r =

(
3Mpm

ν

) 1
p

. (156)

Then we let

t = max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
. (157)

With (156) and (157), all three terms in the right hand side of (155) will be no more than ν/3.
Therefore, with probability at least 1− ν,

∥∥X̄− µ
∥∥ ≤ max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
. (158)

The proof is complete.
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Lemma 14. (Bias caused by outliers) Given a random vector X, E[X] = µ, and E [∥X− µ∥p] ≤ Mp.
X1, . . . ,Xm are m i.i.d copies of X. Denote X̄ as the sample mean, and

X̄∗ =

{
X̄ if

∥∥X̄− µ
∥∥ ≤ r0

µ if
∥∥X̄− µ

∥∥ > r0,
(159)

in which

r0 = max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

ν
, 4M

1
p
p (3m)

1
p−1ν−

1
p ln

3(d+ 1)

ν

}
, (160)

then ∥∥E[X̄∗]− µ
∥∥ ≤ Cpr0ν (161)

for some constant Cp that depends only on p.

Proof. From (159),
E[X̄∗] = E[X̄1(

∥∥X̄− µ
∥∥ ≤ r0)] + µP(

∥∥X̄− µ
∥∥ > r0). (162)

Thus
E[X̄∗]− µ = E[(X̄− µ)1(

∥∥X̄− µ
∥∥ ≤ r0)]. (163)

Note that E[X̄] = E[X] = µ. Hence

E[X̄∗]− µ = −E[(X̄− µ)1(
∥∥X̄− µ

∥∥ > r0)]. (164)
Therefore ∥∥E[X̄∗]− µ

∥∥ ≤ E[
∥∥X̄− µ

∥∥1(∥∥X̄− µ
∥∥ > r0)]

=

∫ ∞

0

P(
∥∥X̄− µ

∥∥1(∥∥X̄− µ
∥∥ > r0) > t)dt

= r0P(
∥∥X̄− µ

∥∥ > r0) +

∫ ∞

r0

P(
∥∥X̄− µ

∥∥ > t)dt

= r0ν +

∞∑
k=0

∫ rk+1

rk

P
(∥∥X̄− µ

∥∥ > rk
)
dt, (165)

in which the last step uses Lemma 13, and

rk = max

{
2M

1
p
p

√
1

m
ln

3(d+ 1)

2−kν
, 4M

1
p
p (3m)

1
p−1(2−kν)−

1
p ln

3(d+ 1)

2−kν

}
. (166)

From Lemma 13, P(
∥∥X̄− µ

∥∥ > rk) ≤ 2−kν, thus∥∥E[X̄∗]− µ
∥∥ ≤ r0ν +

∞∑
k=0

2−kν(rk+1 − rk)

= ν

∞∑
k=1

2−krk

= r0ν

∞∑
k=1

2−k rk
r0

(167)

From (166) and (160),

rk
r0

≤ 2
k
p
ln 3(d+1)

ν + k ln 2

ln 3(d+1)
ν

, (168)

thus ∥∥E[X̄∗]− µ
∥∥ ≤ r0ν

[ ∞∑
k=1

2−−k(1−1/p) +
ln 2

ln 3(d+1)
ν

∞∑
k=1

k2−k(1−1/p)

]
≤ Cpr0ν, (169)

for some constant Cp that depends only on p. The proof is complete.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main contribution (i.e. proposing a new Huber loss minimization approach
which is more suitable to realistic cases, and providing theoretical analysis) has been made
clear in the abstract and introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: It is explained at the end of conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Proofs are shown in the appendix, and intuition is provided in the paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Experiment details are explained in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Codes are provided.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Details are provided in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide error bars in figures. Since experiments are repeated 1000 times,
the error is relatively low, thus the error bar may be too small to be visible for some cases.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: The experiments need little computational resources.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our paper does not violate code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This paper is foundational and theoretical research and not tied to particular
applications.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper has no such risks.
Guidelines:
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: This paper uses IPUMS dataset. We cite them in the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: This paper does not involve crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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