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Abstract

We propose a probabilistic perspective on adversarial examples, allowing us to
embed subjective understanding of semantics as a distribution into the process
of generating adversarial examples, in a principled manner. Despite significant
pixel-level modifications compared to traditional adversarial attacks, our method
preserves the overall semantics of the image, making the changes difficult for
humans to detect. This extensive pixel-level modification enhances our method’s
ability to deceive classifiers designed to defend against adversarial attacks. Our
empirical findings indicate that the proposed methods achieve higher success rates
in circumventing adversarial defense mechanisms, while remaining difficult for
human observers to detect. Code can be found at https://github.com/andiac/
AdvPP.

1 Introduction

The purpose of generating adversarial examples is to deceive a classifier (which we refer to as
victim classifier) by making minimal changes to the original data’s semantic meaning. In image
classification, most existing adversarial techniques ensure the preservation of adversarial example
semantics by limiting their geometric distance (Lp distance) from the original image [39, 14, 4, 26].
While these methods can deceive classifiers using minimal geometric perturbations, they are not
as successful in black-box attack scenarios. Furthermore, the recent surge in adversarial defense
methods [26, 33] primarily targets geometric-based attacks, gradually reducing their effectiveness.
In response to these challenges, unrestricted adversarial attacks are gaining traction as a potential
solution. These methods employ more natural alterations, moving away from the small Lp norm
perturbations typical of traditional approaches. This shift towards unrestricted modifications offers a
more practical approach to adversarial attacks.

In this paper, we introduce a probabilistic perspective for adversarial examples. Through this innova-
tive lens, both the victim classifier and geometric constraints are regarded as distinct distributions:
the victim distribution and the distance distribution. Adversarial examples naturally arise as samples
from the product of these distributions.

This probabilistic perspective offers an opportunity to transform traditional geometric-based con-
straints into semantic constraints. Traditional geometric constraints, when viewed through this
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Figure 1: Adversarial examples generated by our method. Left: MNIST examples where we injected
the subjective semantic understanding that scaling, translation, and distortion preserve digit meaning.
The adversarial examples maintain digit interpretability while applying these transformations (see
Figure 3 for comparison with other methods). Right: Adversarial example of a hamster image, lever-
aging semantic knowledge from pre-trained diffusion models. Despite substantial pixel modifications,
the image remains natural-looking (see Figure 4 for comparison with other methods).

probabilistic lens, manifest as simple distance distributions - for instance, the squared L2 norm
constraint naturally maps to a Gaussian distribution centered at the original image. This reveals that
conventional L2 squared constraints implicitly define semantic similarity through a Gaussian distribu-
tion. Leveraging recent advances in probabilistic generative models (PGMs), we propose replacing
this Gaussian distribution (distance distribution) with a fitted PGM. This substitution introduces a
data-driven approach to defining semantic similarity, effectively transforming geometric constraints
into semantic ones. To demonstrate the practical implementation of our conceptual framework, we
present two approaches for constructing PGMs that capture semantic similarity:

• Our first method injects subjective semantic understanding by defining semantic-preserving
transformations for the original image. We train a PGM to model the distribution of these
transformed images, thereby learning the manifold of semantically equivalent variations.

• Our second method leverages the semantic knowledge embedded in pre-trained PGMs. By
fine-tuning a PGM on the original image, we create a localized distribution that capture
image-specific semantic variations, representing the semantic distance distribution around
the original image.

These approaches can also be combined in practice. By employing appropriate PGMs as distance
distributions, our method generates adversarial examples that appear more natural despite substantial
geometric modifications (Figure 1). These adversarial examples demonstrate improved transferability
in black-box scenarios and higher success rates against adversarial defenses.

2 Preliminaries

In this section, we present essential concepts related to adversarial attacks, energy-based models, and
diffusion models. For detailed information on the training and sampling processes of these models,
please refer to Appendix B.

2.1 Adversarial Examples

The notion of adversarial examples was first introduced by [39]. Let’s assume we have a classifier
C : [0, 1]n → Y , where n represents the dimension of the input space and Y denotes the label space.
Given an image xori ∈ [0, 1]n and a target label ytar ∈ Y , the optimization problem for finding an
adversarial instance xadv for xori can be formulated as follows:

min D(xori, xadv) s.t. C(xadv) = ytar and xadv ∈ [0, 1]n

Here, D is a distance metric employed to assess the difference between the original and perturbed
images. This distance metric typically relies on geometric distance, which can be represented by L1,
L2, or L∞ norms.
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However, solving this problem is challenging. [39] propose a relaxation of the problem: Let
L(xadv, ytar) := c1 D(xori, xadv) + c2 f(xadv, ytar), the optimization problem is

min L(xadv, ytar) s.t. xadv ∈ [0, 1]n (1)

where c1, c2 are constants, and f is an objective function closely tied to the classifier’s prediction.
For example, in [39], f is the cross-entropy loss function, indicating a misclassified direction of
the classifier, while [4] suggest several different choices for f . [39] recommend solving (1) using
box-constrained L-BFGS.

2.2 Energy-Based Models (EBMs)

An Energy-based Model (EBM) [17, 11] involves a non-linear regression function, represented by
Eθ, with a parameter θ. This function is known as the energy function. Given a data point, x, the
probability density function (PDF) is given by:

pθ(x) =
exp(−Eθ(x))

Zθ
(2)

where Zθ =
∫
exp(−Eθ(x))dx is the normalizing constant that ensures the PDF integrates to 1.

2.3 Diffusion Models

Starting with data x0, we define a diffusion process (also known as the forward process) using a
specific variance schedule denoted by β1, . . . , βT . This process is mathematically represented as:

q(x1:T |x0) =

T∏
t=1

q(xt|xt−1),

where each step is defined by

q(xt|xt−1) := N (xt;
√

1− βt xt−1, βtI)

where N is the pdf of Gaussian distributions. In this formula, the variance schedule βt ∈ (0, 1) is
selected to ensure that the distribution of xT is a standard normal distribution, q(xT ) = N (xT ; 0, I).
For convenience, we also define the notation αt := 1− βt for each t, and ᾱt :=

∏t
s=1 αs. By using

the property of Gaussian distribution, we have

q(xt|x0) = N (xt;
√
ᾱt x0, (1− ᾱt)I) (3)

The reverse process, known as the denoising process and denoted by q(xt−1|xt), cannot
be analytically derived. Thus, we use a parametric model, represented as pθ(xt−1|xt) :=
N (xt−1;µθ(xt, t),Σθ(xt, t)), to estimate q(xt−1|xt). In practice, µθ and Σθ are implemented
using a UNet architecture [31], which takes as input a noisy image at its corresponding timestep.
For simplicity, within the rest of this paper, we will abbreviate µθ(xt, t) and Σθ(xt, t) as µθ(xt) and
Σθ(xt) respectively.

3 A Probabilistic Perspective on Adversarial Examples

We propose a probabilistic perspective where adversarial examples are sampled from an adversar-
ial distribution, denoted as padv. This distribution can be conceptualized as a product of expert
distributions [17]:

padv(xadv|xori, ytar) ∝ pvic(xadv|ytar) pdis(xadv|xori) (4)
where pvic is defined as the ‘victim distribution’, which is based on the victim classifier and the target
class ytar. pdis, on the other hand, denotes the distance distribution, where a high value of pdis indicates
a significant similarity between xadv and xori.

The subsequent theorem demonstrates the compatibility of our probabilistic approach with the
conventional optimization problem for generating adversarial examples:
Theorem 1. Given the condition that pvic(xadv|ytar) ∝ exp(−c2 f(xadv, ytar)) and pdis(xadv|xori) ∝
exp(−c1 D(xori, xadv)), the samples drawn from padv will exhibit the same distribution as the adver-
sarial examples derived from applying the box-constrained Langevin Monte Carlo method to the
optimization problem delineated in equation (1).
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x ∼ pvic(·|ytar)

w.o. adv. train

(a)

x ∼ pvic(·|ytar)

with adv. train

(b)

x ∼ pdis(·|xori)

pdis is Gaussian

(c)

t(x) for t ∼ T

(d)

x ∼ padv(·|xori, ytar)

pdis is Gaussian

(e)

Figure 2: (a) and (b) display samples drawn from pvic(·|ytar) with the victim classifier being non-
adversarially trained and adversarially trained, respectively. (c) showcases samples from pdis(·|xori)
when D is the square of L2 norm. (d) illustrates t(xori) for t ∼ T , where T represents a distribution
of transformations, including TPS (see Appendix D.1), scaling, rotation, and cropping. (e) Samples
from padv(·|xori, ytar) ∝ exp(−c1 D(xori, xadv)) exp(−c2 f(xadv, ytar)), where D is the L2 norm, f is
the cross-entropy fCE, xori are the first 36 images from the MNIST test set, ytar are set to 1, c1 is
10−3, and c2 is 10−2. A green border marks a successful attack, while red denotes failure.

The proof of the theorem can be found in Appendix A. Within the context of our discussion, we
initially define pvic and pdis to have the same form as described in the theorem. Given this formulation,
we can conveniently generate samples from padv, pdis, and pvic using LMC. Detailed procedures are
provided in Section 5.1. As we delve further into this paper, we may explore alternative formulations
for these components.

The Victim Distribution pvic is dependent on the victim classifier. As suggested by [39], f could
be the cross-entropy loss of the classifier. We can sample from this distribution using Langevin
dynamics. Figure 2(a) presents samples drawn from pvic when the victim classifier is subjected to
standard training, exhibiting somewhat indistinct shapes of the digits. This implies that the classifier
has learned the semantics of the digits to a certain degree, but not thoroughly. In contrast, Figure 2(b)
displays samples drawn from pvic when the victim classifier undergoes adversarial training. In this
scenario, the shapes of the digits are clearly discernible. This observation suggests that we can obtain
meaningful samples from adversarially trained classifiers, indicating that such classifiers depend
more on semantics, which corresponds to the fact that an adversarially trained classifier is more
difficult to attack. A similar observation concerning the generation of images from an adversarially
trained classifier has been reported by [34, 55].

The Distance Distribution pdis relies on D(xori, xadv), representing the distance between xadv and
xori. By its nature, samples that are closer to xori may yield a higher pdis, which is consistent with
the objective of generating adversarial samples. For example, if D represents the square of the L2

norm, then pdis becomes a Gaussian distribution with a mean of xori and a variance determined by
c1. Figure 2 (c) portrays samples drawn from pdis when D is the square of the L2 distance and c1 is
relatively large. The samples closely resemble the original images, xoris. This is attributed to the fact
that each sample converges near the Gaussian distribution’s mean, which corresponds to the xoris.

The Product of the Distributions Samples drawn from padv tend to be concentrated in the regions
of high density resulting from the product of pvic and pdis. As is discussed, a robust victim classifier
possesses generative capabilities. This means the high-density regions of pvic are inclined to generate
images that embody the semantics of the target class. Conversely, the dense regions of pdis tend to
produce images reflecting the semantics of the original image. If these high-density regions of both
pvic and pdis intersect, then samples from padv may encapsulate the semantics of both the target class
and the original image. As depicted in Figure 2 (e), the generated samples exhibit traces of both the
target class and the original image. From our probabilistic perspective, the tendency of the generated
adversarial samples to semantically resemble the target class stems from the generative ability of
the victim distribution. Therefore, it is crucial to construct appropriate pdis and pvic distributions to
minimize any unnatural overlap between the original image and the target class. We will focus on
achieving this throughout the remainder of this paper.
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4 Semantics-aware Adversarial Examples

Under the probabilistic perspective, the distance distribution pdis is not necessarily based on a
explicitly defined distance D. Instead, the primary role of pdis is to ensure that samples generated
from pdis(·|xori) closely resemble the original data point xori. With this concept in mind, we gain
the flexibility to define pdis in various ways. In this work, we construct pdis using a probabilistic
generative model (PGM). By utilizing this data-driven distance distribution and choosing a proper
victim distribution, we can generate adversarial examples that exhibit more natural transformations in
terms of semantics. These are referred to as semantics-aware adversarial examples. Moving forward,
given that the distance D is implicitly learned within pdis, we set c1 = 1 for simplicity, and henceforth,
use c to denote c2.

4.1 Data-driven Distance Distributions

We present two methods to develop the distribution pdis(·|xori) centered on xori: The first relies
on a subjective understanding of semantic similarity, while the second leverages the semantic
generalization capabilities of contemporary PGMs.

Semantics-Invariant Data Augmentation Consider T , a set of transformations we subjectively
believe to maintain the semantics of xori. We train a PGM on the dataset {t1(xori), t2(xori), . . . },
where each ti is a sample from T , thereby shaping the distribution pdis. Through T , individuals
can incorporate their personal interpretation of semantics into pdis. For instance, if one considers
that scaling, rotation and TPS distortion (Appendix D.1) do not alter an image’s semantics, these
transformations are included in T .

Fine-Tuning Pretrained PGMs Contemporary PGMs demonstrate remarkable semantic general-
ization capabilities when fine-tuned on a single object or image [32, 20]. Leveraging this trait, we
propose fine-tuning the PGM on the given image xori. The distribution of the fine-tuned model then
closely aligns with xori, while still facilitating robust semantic generalization.

4.2 Victim Distributions

The victim distribution pvic ∝ exp(c f(xadv, ytar)) is influenced by the choice of function f . Let
gϕ : [0, 1]n → R|Y| be a classifier that produces logits as output with ϕ representing the neural
network parameters, n denoting the dimensions of the input, and Y being the set of labels (the output
of gϕ are logits). [39] suggested using cross-entropy as the function f , which can be expressed as

fCE(x, ytar) := −gϕ(x)[ytar] + log
∑
y

exp(gϕ(x)[y]) = − log σ(gϕ(x))[ytar]

where σ denotes the softmax function.

[4] explored and compared multiple options for f . They found that, empirically, the most efficient
choice of their proposed fs is:

fCW(x, ytar) := max(max
y ̸=ytar

gϕ(x)[y]− gϕ(x)[ytar], 0).

In this study, we employ fCW for the MNIST dataset and fCE for the ImageNet dataset. A detailed
discussion on this choice is provided in Section 8.1.

5 Concrete PGM Implementations

Fundamentally, any probabilistic generative model (PGM) is capable of fitting the distance dis-
tribution pdis. However, for efficient sampling from padv, which is the multiplication of pvic and
pdis as introduced in (4), we recommend employing sampling techniques based on the score
s = ∇ log padv(xadv|xori, ytar). Energy-based models and diffusion models are particularly effec-
tive in providing these scores. Therefore, in this study, we utilize these models to represent pdis.
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5.1 Generating Adversarial Examples Using Energy-Based Models

The distance distribution pdis(·|xori) can be modeled using energy-based models (EBMs). For a given
xori, we train or fine-tune an EBM in the vicinity of xori to represent this distance distribution. Let Eθ
denote the energy in the EBM. Consequently, the adversarial distribution is expressed as:

padv(xadv|xori, ytar) ∝ e−cf(xadv,ytar)e−Eθ(xadv)

and the corresponding score is:

∇xadv log padv(xadv|xori, ytar) = −c∇xadvf(xadv, ytar)−∇xadvEθ(xadv)

Utilizing Langevin dynamics (Appendix B.1), we can sample from this adversarial distribution. The
process is detailed in Algorithm 1 (Appendix C).

5.2 Generating Adversarial Examples Using Diffusion Models

To enhance generation quality and enable the creation of higher resolution images, we frame the con-
struction of the adversarial distribution within a diffusion model context. Given an original image xori
and a target class ytar, we employ a diffusion model pθori(xt−1|xt) := N (xt−1;µθori(xt),Σθori(xt))
at time step t − 1, where θori denotes the parameters of the model when trained or fine-tuned on
xori. This diffusion model is used to approximate pdis(·|xori). For simplicity, we will refer to θori as θ
throughout this paper, assuming no confusion arises from this notation. Then, letting x0 = xadv, the
adversarial distribution is formulated as:

padv(x0|xori, ytar) ∝ pvic(x0|ytar)pdis(x0|xori) = pvic(x0|ytar)

∫
p(xT )

T∏
t=1

pθ(xt−1|xt)dx1...T

where p(xT ) is N(0, I) and the victim distribution pvic(x|ytar) ∝ exp(−cf(x, ytar)). However,
sampling x0 in this form is challenging in the denoising order of diffusion models. Therefore, we
incorporate the pvic term within the product:∫

p(xT )

T∏
t=1

pvic(x0|ytar)
1/T pθ(xt−1|xt)dx1...T

As each denoising step cannot predict x0 when sampling xt−1, we employ Tweedie’s approach
[12, 22, 16] to estimate x0 given xt:

x̂0|t =
1√
ᾱt

(xt −
√
1− ᾱt ϵθ(xt)) (5)

with ϵθ(xt) obtainable through the reparametrization trick from [18]:

ϵθ(xt) =

√
1− ᾱt
βt

(xt −
√
αt µθ(xt)) (6)

This leads to a practical expression for the adversarial distribution:∫
p(xT )

T∏
t=1

pvic(x̂0|t|ytar)
1/T pθ(xt−1|xt)dx1...T

In each denoising step, we sample xt−1 from the distribution pvic(x̂0|t|ytar)
1/T pθ(xt−1|xt). The

following theorem demonstrates that this distribution approximates a Gaussian distribution:
Theorem 2. Let pvic(x|ytar) ∝ exp(−cf(x, ytar)) and pθ(xt−1|xt) = N (xt−1;µθ(xt),Σθ(xt)), we
have

pvic(x̂0|t|ytar)
1/T pθ(xt−1|xt) ≈ N (xt−1;µθ(xt) +

c

T
Σθ(xt)g,Σθ(xt))

where g = −∇xt−1
f(x̂0|t, ytar)|xt−1=µθ(xt) and x̂0|t is defined in Equation (5).

For the proof, refer to Appendix A. Building upon Theorem 2, and assuming
∇xt−1f(x̂0|t, ytar)|xt−1=µθ(xt) ≈ ∇xt−1

f(x̂0|t, ytar)|xt−1=xt
, in line with the assumption

made by [10], we introduce Algorithm 2 (Appendix C). This algorithm is designed to sample from
the adversarial distribution padv as formulated within the context of diffusion models.
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Figure 3: Comparative visual analysis of PGD, Prob CW, StAdv, and our proposed method applied to
MNIST. The surrogate classifier used is MadryNet with adversarial training. Images are framed with
a green border to indicate a successful white-box attack, whereas a red border signifies a failed attack.

6 Experiments

6.1 MNIST

Setting We use an energy-based model (EBM) to model the distance distribution pdis(·|xori) for a
given original image xori. This EBM is specifically trained on a set of transformations of xori, denoted
as {t1(xori), t2(xori), . . . }, where each ti represents a sample from the transformation distribution T .
This distribution includes a variety of transformations such as translations, rotations, and TPS (Thin
Plate Spline) transformations (Appendix D.1). Examples of these transformed MNIST images are
showcased in Figure 2 (d). To produce high-quality adversarial examples for MNIST, we employ
rejection sampling and sample refinement techniques, as detailed in Appendix D.

Table 1: Success rate (%) of the methods on MNIST.

PGD ProbCW stAdv OURS

Human Anno. 88.4 89.3 90.1 92.6

White-box
MadryNet Adv 25.3 30.2 29.4 100.0

Transferability
MadryNet noAdv 15.1 17.4 16.3 61.4
Resnet noAdv 10.2 10.9 12.5 24.3

Adv. Defence
Resnet Adv 7.2 8.8 11.5 18.5
Certified Def 10.7 12.3 20.8 39.2

For the victim distribution pvic, we choose
the adversarially trained Madrynet as our
victim (surrogate) classifier. We use fCW to
represent the function f in the victim distri-
bution, as detailed in Section 4.2.

We benchmark our method against several
approaches: PGD [26], ProbCW (which em-
ploys a Gaussian distribution for pdis and
fCW for pvic), and stAdv [46].

Quantitative result We select 20 images
from each class in the MNIST test set as the
original images. For each image, we generate one adversarial example for each target class, excluding
the image’s true class. This yields a total of 20 × 10 × 9 = 1800 adversarial examples for each
method. The parameters of each method are adjusted to ensure approximately 90% of the adversarial
examples accurately reflect the original concept of xori. The effectiveness of our adversarial examples
is evaluated against the adversarially trained Madrynet under white-box conditions, with results
displayed in the ‘MadryNet Adv’ row of Table 1. Additionally, we task 5 human annotators with
classifying these adversarial examples, considering an example to be successfully deceptive if the
annotator identifies its original class. The annotators’ success rates are shown in the ‘Human Anno.’
row of Table 1. We also assess the transferability and the success rate of the examples against
defensive methods, with these outcomes detailed in Table 1. Notably, the term ‘Certified Def’ denotes
the defense method introduced by [45].

Table 1 demonstrates that our proposed method achieves a higher success rate in white-box scenarios
and greater transferability to other classifiers and defense methods, all while preserving the meaning of
the original image. The white-box success rate of our method reaches 100% due to the implementation
of rejection sampling, as introduced in Appendix D.2.

Qualitative result Unlike the quantitative experiment, here we adjust the parameters so that the vast
majority of examples can just barely deceive the classifier. The adversarial examples thus generated
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Origin NCF cAdv ACE ColorFool OURS (c=5) OURS (c=10) OURS (c=20)

Figure 4: Comparative visual analysis of NCF, cAdv, ACE, ColorFool and our proposed method
applied to Imagenet. The surrogate classifier used is ResNet50. For additional examples, refer to
Appendix I.

Table 2: Success rate (%) of the methods on Imagenet.

NCF cAdv ACE ColorFool OURS (c = 5) OURS (c = 10) OURS (c = 20)

Human Anno. 2.6 16.9 11.2 6.7 31.2 28.3 25.4

White-box
Resnet 50 94.2 93.3 91.2 90.4 84.5 88.4 91.3

Transferability
VGG19 83.7 71.0 73.5 72.8 70.8 74.4 79.7
ResNet 152 71.8 61.1 55.4 54.9 57.3 64.2 67.0
DenseNet 161 63.9 54.0 45.1 41.3 45.0 52.4 55.3
Inception V3 72.4 60.1 57.5 57.4 58.1 64.1 66.9
EfficientNet B7 72.9 58.0 56.3 62.6 60.4 61.6 66.0

Adversarial Defence
Inception V3 Adv 61.1 48.9 40.3 41.9 43.4 47.2 51.4
EfficientNet B7 Adv 50.3 42.9 34.7 36.1 37.7 40.4 44.2
Ensemble IncRes V2 53.3 45.2 36.6 35.6 39.7 42.7 46.5

Average 66.2 55.2 49.9 50.3 51.6 55.9 59.6

are displayed in Figure 3. From this figure, it is evident that the PGD method significantly alters
the original image’s meaning, indicating an inability to preserve the original content. ProbCW and
StAdv perform somewhat better, yet they falter, especially when ‘0’ and ‘1’ are the original digits:
for ‘0’, the roundness is compromised; for ‘1’, most adversarial examples take on the form of the
target class. Furthermore, ProbCW examples exhibit noticeable overlapping shadows, and the StAdv
samples clearly show signs of tampering. In contrast, our method maintains the integrity of the
original image’s meaning the most effectively.

6.2 Imagenet

Setting We employ a diffusion model that has been fine-tuned on xori to approximate the distance
distribution pdis(·|xori). Specifically, we start with a pre-trained diffusion model pθ(xt−1|xt), and
then we fine-tune it on a given xori, as introduced in section 4.1. For the victim distribution, we
choose ResNet50 as the surrogate classifier and utilize fCE, the cross-entropy function for f .

To evaluate our method’s performance, we compare it with several existing approaches: ACE [54],
ColorFool [35], cAdv [2] and NCF [51]. Our method is evaluated across three hyperparameter
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configurations: c = 5, c = 10, and c = 20. We test the transferability of these methods on Inception
V3 [40], EfficientNet B7 [41], VGG19 [36], Resnet 152 [15] and DenseNet 161 [21]. We also list
the attack success rate on the adversarial defence methods such as adversarially trained Inception
V3 [23], adversarially trained EfficientNet [47] and ensemble adversarial Inception ResNet v2 [42].

0 8 16 24 32 40
45

55

65

75

NCF

cAdv

ACEColorFool
c = 5

c = 10

c = 20

Human Annotation Success Rate (%)

A
vg

.A
tk

.S
uc

ce
ss

R
at

e
(%

)

Figure 5: Average attack success rate across the
blackbox transferability and defence methods v.s. hu-
man annotation success rate illustrated in Table 2.

Quantitative Results We randomly select
1,000 non-human images from the ImageNet
dataset to serve as original images xori, ad-
hering to the ethical guidelines outlined in
Section 8.4. For each method, we then gen-
erate one untargeted adversarial example per
original image. As with the MNIST exper-
iment, Table 2 presents the quantitative re-
sults for the ImageNet dataset. In this context,
human annotators were presented with pairs
consisting of an original image and its corre-
sponding adversarial example and were asked
to identify the computer-modified photo. A
case is considered successful if the annotator
mistakenly identifies the original image as the
manipulated one. Therefore, a ‘Human Anno.’
success rate around 50% suggests that the adversarial examples are indistinguishable from the original
images by human observers.

The data in Table 2 places our proposed method second in terms of transferability across different
classifiers and defense methods. Note that the ‘Average’ line is the average of the transferability lines
and the adversarial defence lines. Drawing on data from Table 2, Figure 5 is plotted, illustrating that
our proposed method not only secures a relatively high attack success rate but also remains minimally
detectable to human observers. It’s important to mention that while NCF achieves the highest attack
success rate in many instances, it is also easily detectable by humans. This observation is supported
by the human annotation success rate and further evidenced by our qualitative comparison in Figure 4.

Qualitative Result Figure 4 displays adversarial examples generated by our method compared
with those from alternative methods, under the same parameters used in the quantitative analysis.
The images reveal that other methods tend to produce significant color changes to the original image,
rendering the alterations easily recognizable by humans. This observation is corroborated by the
‘Human Anno.’ row in Table 2. Meanwhile, adversarial examples from our method are more subtle
and the alterations are less detectable by humans.

7 Related Work

The term ‘unrestricted adversarial attack’ refers to adversarial attacks that are not confined by
geometrical constraints. Unlike traditional attacks that focus on minimal perturbations within a strict
geometric framework, unrestricted attacks often induce significant changes in geometric distance
while preserving the semantics of the original image. These methods encompass attacks based
on spatial transformations [46, 1], manipulations within the color space [19, 54], the addition of
texture [2], and color transformations guided by segmentation [35, 51]. Notably, [38] introduced a
concept also termed ‘unrestricted adversarial attack’; however, in their context, ‘unrestricted’ signifies
that the attack is not limited by the presence of an original image but rather by an original class.

Recent works [7, 50, 6, 5] incorporate adversarial attack gradients into the image editing process and
utilize contemporary probabilistic generative models - diffusion models - to create semantic-aware
adversarial examples. Our approach is distinct. While all methods involve some form of combining
attack gradients with generative gradients, our method is principled, derived from the original
optimization problem introduced in Equation (1). Moreover, we introduce a novel probabilistic
perspective on adversarial attacks for the first time.
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8 Discussions

8.1 Contrasting MNIST and ImageNet Experiments

Targeted vs. Untargeted Attacks The MNIST dataset, comprising only 10 classes, allows us
to perform targeted attack experiments efficiently. However, ImageNet, with its extensive set of
1,000 classes, presents practical challenges for conducting targeted attacks on each class individually.
Consequently, we assess untargeted attack performance, aligning with methodologies in other studies.

Data Diversity Adversarially trained networks like MadryNet for MNIST are difficult to fool,
primarily due to the limited diversity among handwritten digits. As illustrated in Figure 2 (b), the
classifier can nearly memorize the contours of each digit, given its impressive generative capabilities
for such data. In attacking this classifier, we carefully selected the fCW method for the victim
distribution to reduce the influence of the target class’s ‘shadow.’ In contrast, for ImageNet, the vast
diversity and the relatively weaker generative ability of the victim classifier allow for the use of fCE,
facilitating higher confidence in target class recognition by the victim classifier.

8.2 Defending This Attack

Adversarial training operates on the principle: ‘If I know the form of adversarial examples in advance,
I can use them for data augmentation during training.’ Thus, the success of adversarial training largely
depends on foreknowledge of the attack form. Our method bypasses adversarially trained classifiers
because the ‘semantic-preserving perturbation’ we employ is unforeseen by the classifier designers -
they use conventional adversarial examples for training.

Conversely, if designers anticipate attacks from our algorithm, they could incorporate examples
generated by our method into their training process - essentially, a new form of adversarial training.

This scenario transforms adversarial attacks and defenses into a game of Rock-Paper-Scissors, where
anticipating the type of attack becomes crucial. One might consider training a classifier using all
known types of attacks. However, expanding the training data too far from the original distribution
typically leads to decreased performance on the original classification task, which is undesirable
[52]. We believe that investigating the trade-off between this ‘generalized’ adversarial training and
accuracy on the original task represents a promising avenue for future research.

8.3 Limitations

Training or fine-tuning a model for each original image xori is time-consuming. Recent advancements,
such as faster fine-tuning methods [20, 48], offer potential solutions to mitigate this issue. We see
promise in these developments and consider their application an avenue for future research.

8.4 Ethical Considerations in User Studies

As mentioned by [28], the ImageNet dataset contains elements that may be pornographic or violate
personal privacy. To mitigate the exposure of human annotators in our experiments (see Section 6) to
such sensitive content, we avoid selecting any images that depict humans for our original images xori.

9 Conclusion

This paper offers a probabilistic perspective on adversarial examples, illustrating a seamless transition
from ‘geometrically restricted adversarial attacks’ to ‘unrestricted adversarial attacks.’ Building upon
this perspective, we introduce two specific implementations for generating adversarial examples
using EBMs and diffusion models. Our empirical results demonstrate that these proposed methods
yield superior transferability and success rates against adversarial defense mechanisms, while also
being minimally detectable by human observers.
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A Proof of the Theorems

Theorem 1. Given the condition that pvic(xadv|ytar) ∝ exp(−c2 f(xadv, ytar)), pdis(xadv|xori) ∝
exp(−c1 D(xori, xadv)), the samples drawn from padv will exhibit the same distribution as the adver-
sarial examples derived from applying the box-constrained Langevin Monte Carlo method to the
optimization problem delineated in equation (1).

Proof. [24] introduced the Projected Stochastic Gradient Langevin Algorithms (PSGLA) to address
box-constraint optimization problems. By leveraging the PSGLA, we can generate samples close
to the solution of the optimization problem as stated in Equation (1). This leads us to the following
update rule:

x0 ∼ p0, xt+1 = Π[0,1]n

(
xt −

ϵ2

2
∇xL(xt, ytar) + ϵzt

)
, zt ∼ N (0, I) (7)

where Π[0, 1]n is a projection that clamps values within the interval [0, 1]n. According to [24],
samples generated via this update rule will converge to a stationary distribution, which can be termed
the Gibbs distribution pgibbs:

pgibbs(xadv|ytar) ∝ exp(−L(xadv, ytar))

∝ exp(−c1 D(xori, xadv)− c2 f(xadv, ytar))

∝ exp(−c1 D(xori, xadv)) exp(−c2 f(xadv, ytar))

∝ pdis(xadv|xori) pvic(xadv|ytar)

which matches the form of padv. It is a well-established fact that random variables with identical
unnormalized probability density functions share the same distribution.

Theorem 2. Let pvic(x|ytar) ∝ exp(−cf(x, ytar)) and pθ(xt−1|xt) = N (xt−1;µθ(xt),Σθ(xt)), we
have

pvic(x̂0|t|ytar)
1/T pθ(xt−1|xt) ≈ N

(
µθ(xt) +

c

T
Σθ(xt)g,Σθ(xt)

)
where g = −∇xt−1

f(x̂0|t, ytar)|xt−1=µθ(xt) and x̂0|t is defined in Equation (5).

Proof. For brevity, denote µ = µθ(xt) and Σ = Σθ(xt). As suggested by [10], with an increasing
number of diffusion steps, ∥Σ∥ → 0, allowing us to reasonably assume that log pvic(x̂0|t|ytar) has
low curvature relative to Σ−1. We approximate log pvic(x̂0|t|ytar) using Taylor expansion around
xt−1 = µ (noting x̂0|t as a function of xt−1) as follows:

log pvic(x̂0|t|ytar) ≈ log pvic(x̂0|t|ytar)|xt−1=µ + (xt−1 − µ)∇xt−1
log pvic(x̂0|t|ytar)|xt−1=µ

= C1 + (xt−1 − µ)∇xt−1(−cf(x̂0|t, ytar))|xt−1=µ

= C1 + (xt−1 − µ)cg

where C1 is a constant and g = −∇xt−1
f(x̂0|t, ytar)|xt−1=µθ(xt). Then

log(pvic(x̂0|t|ytar)
1/T pθ(xt−1|xt)) = log pθ(xt−1|xt) +

1

T
log pvic(x̂0|t|ytar)

≈ −1

2
(xt−1 − µ)TΣ−1(xt−1 − µ) +

c

T
(xt−1 − µ)g + C2

= −1

2
(xt−1 − µ− c

T
Σg)TΣ−1(xt−1 − µ− c

T
Σg) +

c2

2T 2
gTΣg + C2

= −1

2
(xt−1 − µ− c

T
Σg)TΣ−1(xt−1 − µ− c

T
Σg) + C3

which is the unnormalized log pdf of a Gaussian distribution with mean µ + c
T Σg and variance

Σ.
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B Preliminaries (Continued)

B.1 Langevin Monte Carlo (LMC)

Langevin Monte Carlo (also known as Langevin dynamics) is an iterative method that could be used
to find near-minimal points of a non-convex function g [29, 53, 43, 30]. It involves updating the
function as follows:

x0 ∼ p0, xt+1 = xt −
ϵ2

2
∇xg(xt) + ϵzt, zt ∼ N (0, I) (8)

where p0 could be a uniform distribution. Under certain conditions on the drift coefficient ∇xg, it
has been demonstrated that the distribution of xt in (8) converges to its stationary distribution [8, 30],
also referred to as the Gibbs distribution p(x) ∝ exp(−g(x)). This distribution concentrates around
the global minimum of g [13, 49, 30]. If we choose g to be Eθ, then the stationary distribution
corresponds exactly to the EBM’s distribution defined in (2). As a result, we can draw samples from
the EBM using LMC.

B.2 Training / Fine-Tuning EBM

To train an EBM, we aim to minimize the minus expectation of the log-likelihood, represented by

LEBM = Ex∼pd [− log pθ(x)] = Ex∼pd [Eθ(x)]− logZθ

where pd is the data distribution. The gradient is

∇θLEBM = Ex∼pd [∇θEθ(x)]−∇θ logZθ
= Ex∼pd [∇θEθ(x)]− Ex∼pθ [∇θEθ(x)]

(see [37] for derivation, this method is also called contrastive divergence). The first term of ∇θLEBM
can be easily calculated as pd is the distribution of the training set. For the second term, we can use
LMC to sample from pθ [17].

Effective training of an energy-based model (EBM) typically requires the use of techniques such as
sample buffering and regularization. For more information, refer to the work of [11].

B.3 Training / Fine-Tuning Diffusion Models

[18] presented a method to train diffusion models by maximizing the variational lower bounds (VLB),
which is expressed through the following loss function:

Lvlb := L0 + L1 + . . .+ LT−1 + LT

where

L0 := − log pθ(x0|x1), Lt−1 := DKL(q(xt−1|xt, x0)||pθ(xt−1|xt)), LT := DKL(q(xT |x0)||p(xT ))

Assuming Σθ = σ2
t I , where σt = βt or σt = β̃t (with β̃t :=

1−ᾱt−1

1−ᾱt
βt), and using the parametriza-

tion

µθ(xt, t) =
1

√
αt

(
xt −

βt√
1− ᾱt

ϵθ(xt, t)

)
[18] proposed a simpler loss function, Lsimple,

Lsimple = Et,x0,ϵ

[
∥ϵ− ϵθ(xt, t)∥2

]
which is shown to be effective in practice. Later, [27] suggested that a trainable Σθ(xt, t) =

exp(v log βt + (1 − v) log β̃t) could yield better results. Since Σθ is not included in Lsimple, they
introduced a new hybrid loss:

Lhybrid = Lsimple + λLvlb

In this work, we adopt the improved approach as suggested by [27].

C Pseudocode for Sampling Methods from the Adversarial Distribution
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Algorithm 1 Sampling from padv by EBM
Input: Trained / finetuned EBM Eθ depends on xori, the function f corresponding to the victim
classifier, target class ytar, total time step T , noise level ϵ, parameter c.
Output: Sample x
x ∼ N(0, I).
for t = 1 to T do
z ∼ N(0, I)

x = x− ϵ2

2 (c∇xf(x, ytar) +∇xEθ(x)) + ϵz
end for

Algorithm 2 Sampling from padv by diffusion model
Input: Trained / finetuned diffusion model (µθ,Σθ), the function f corresponding to the victim
classifier, the original image xori, target class ytar, total time step T , variance schedule β1, . . . , βT
and its associate α1, . . . , αT , ᾱ1, . . . , ᾱT , parameter c.
Output: Sample x0

xT ∼ N(0, I).
for t = T to 1 do
ϵθ(xt) =

√
1−ᾱt

βt
(xt −

√
αtµθ(xt))

x̂0|t =
1√
ᾱt
(xt −

√
1− ᾱt ϵθ(xt))

xt−1 ∼ N (µθ(xt)− c
T Σθ(xt)∇xtf(x̂0|t, ytar),Σθ(xt))

end for

D Practical Techniques

This section outlines practical techniques employed in the implementation.

D.1 Data Augmentation by Thin Plate Splines (TPS) Deformation

Thin-plate-spline (TPS) [3] is a commonly used image deforming method. Given a pair of control
points and target points, TPS computes a smooth transformation that maps the control points to the
target points, minimizing the bending energy of the transformation. This process results in localized
deformations while preserving the overall structure of the image, making TPS a valuable tool for data
augmentation.

Psou Ptar

xori tTPS(xori,Psou,Ptar)

Figure 6: TPS as a data augmentation. Left: The original image xori superimposed with a 5× 5 grid
of source control points Psou. Right: The transformed image overlaid with a grid of target control
points Ptar.

As introduced in Section 4, we aim to train an energy-based model on transformations of a single
image xori. In practice, if the diversity of the augmentations of xori, represented as t(xori), is
insufficient, the training of the probabilistic generative model is prone to overfitting. To address this
issue, we use TPS as a data augmentation method to increase the diversity of t(xori). For each xori,
we set a 5× 5 grid of source control points, Psou = {(x(i), y(i))}5×5

i=1 , and defining the target points
as Ptar = {(x(i) + ϵ

(i)
x , y(i) + ϵ

(i)
y )}5×5

i=1 , where ϵ
(i)
x , ϵ

(i)
y ∼ N (0, σ2) are random noise added to the

source control points. We then apply TPS transformation to xori with Psou and Ptar as its parameters.
This procedure is depicted in Figure 6. By setting an appropriate σ, we can substantially increase the
diversity of the one-image dataset while maintaining its semantic content.
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D.2 Rejection Sampling

Directly sampling from padv(·|xori, ytar) does not guarantee the generation of samples capable of
effectively deceiving the classifier. To overcome this issue, we adopt rejection sampling [44], which
eliminates unsuccessful samples.

D.3 Sample Refinement

After rejection sampling, the samples are confirmed to successfully deceive the classifier. However,
not all of them possess high visual quality. To automatically obtain N semantically valid samples2,
we first generate M samples from the adversarial distribution. Following rejection sampling, we sort
the remaining samples and select the top κ percent based on the softmax probability of the original
image’s class, as determined by an auxiliary classifier. Finally, we choose the top N samples with the
lowest energy E, meaning they have the highest likelihood according to the energy-based model.

The entire process of rejection sampling and sample refinement is portrayed in Algorithm 3.

Algorithm 3 Rejection Sampling and Sample Refinement
Input: A trained energy based model E(·;xori) based on the original image xori, the victim
classifier gϕ, an auxiliary classifier gψ, number of initial samples M , number of final samples N ,
the percentage κ.
Output: N adversarial samples x.
x = ∅
for 0 ≤ i < M do
xadv ∼ padv(·;xori, ytar) {Sample from the adversarial distribution.}
if argmaxy gϕ(xadv)[y] = ytar then
x = x ∪ {xadv}

end if
end for
Sort x by σ(gψ(xi))[yori] for i ∈ {1, . . . , |x|} in descent order
x = (xi)

⌊κ|x|⌋
i=1 {Select the first κ percent elements from x.}

Sort x by E(xi;xori) for i ∈ {1, . . . , |x|} in ascent order
x = (xi)

N
i=1 {Select the first N elements from x.}

D.4 Adjust the Start Point of Diffusion Process

To preserve more of the original content from xori while sampling from its adversarial distribution, we
can initiate the diffusion process at a time step T ′ that is earlier than T . The details of this approach
are outlined in Algorithm 4.

2In practice, we could select adversarial samples by hand, but we focus on automatic selection here.

Algorithm 4 Sampling from padv by diffusion model
Input: Trained / finetuned diffusion model (µθ,Σθ), the function f corresponding to the victim
classifier, the original image xori, target class ytar, total time step T , num of denoising step T ′,
variance schedule β1, . . . , βT and its associate α1, . . . , αT , ᾱ1, . . . , ᾱT , parameter c.
Output: Sample x0

xT ′ ∼ N(
√
ᾱT ′xori, (1− ᾱT ′)I).

for t = T ′ to 1 do
ϵθ(xt) =

√
1−ᾱt

βt
(xt −

√
αtµθ(xt))

x̂0|t =
1√
ᾱt
(xt −

√
1− ᾱt ϵθ(xt))

xt−1 ∼ N (µθ(xt)− c
T Σθ(xt)∇xt

f(x̂0|t, ytar),Σθ(xt))
end for
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E Annotator Interface

Figure 7 and Figure 8 display the interfaces used by annotators in the user study, as described in
Section 6. Note that in each case, annotators are given 10 seconds to render their judgment.

Figure 7: Annotator Interface for image annotation.

Figure 8: Annotator Interface for comparison.

F Broader Impacts of this work

The present study introduces a novel approach: the semantics-aware adversarial attack. This method
provides significant insights into the resilience and vulnerability of sophisticated classifiers.

From an advantageous perspective, it highlights the inherent risks associated with robust classifiers.
By exposing potential weak points in such systems, the study underscores the necessity for further
improvements in classifier security. This can pave the way for building more resilient artificial
intelligence systems in the future.

Conversely, the work also presents potential pitfalls. There is a risk that malicious entities might
exploit the concepts discussed here for nefarious purposes. It is crucial to take into account the
potential misuse of this semantics-aware adversarial attack and accordingly develop preventive
measures to deter its utilization for unethical ends.
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G Datasets and Licenses

We use MNIST [25] and ImageNet [9] in this work. The MNIST dataset is available under the terms
of the Creative Commons Attribution-Share Alike 3.0 license. ImageNet does not have a specific
license at the moment, but it is a commonly used dataset in the research community.

H Compute Resource

We conducted our experiments using multiple workstations, each equipped with an NVIDIA RTX
4090 GPU (24GB VRAM) and 64GB of system memory.
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I Qualitative Result (Continued)

Origin NCF cAdv ACE ColorFool OURS (c=5) OURS (c=10) OURS (c=20)

Figure 9: Comparative visual analysis of NCF, cAdv, ACE, ColorFool and our proposed method
applied to Imagenet. The surrogate classifier used is ResNet50.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, we confirm that the main claims made in the abstract and introduction
accurately reflect the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, these are provided in Section 8.3.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Yes, these are provided in the preliminary section and in Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the corresponding information in the experiment section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide the link to the GitHub repository in the abstract.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the corresponding information in the experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Since the results contain human study data, we cannot duplicate them and
attach error bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: This is provided in Appendix H.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that the research conform the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This is discussed in Appendix F.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We filtered the data used in this project as described in Section 8.4.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We discussed this in Appendix G.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not have any new assets to report.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: Yes, we have attached screenshots of the UI offered to the participants in
Appendix E. The crowdsourcing tasks were entrusted to a company, and the workers were
compensated at a rate higher than the country’s minimum wage.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: We confirm that the human study passed the ethical review of the Ethics Com-
mittee of the Department of Computer Science and Technology, University of Cambridge
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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