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Abstract

The heterogeneity issue in federated learning (FL) has attracted increasing attention,
which is attempted to be addressed by most existing methods. Currently, due to
systems and objectives heterogeneity, enabling clients to hold models of different
architectures and tasks of different demands has become an important direction in
FL. Most existing FL methods are based on the homogeneity assumption, namely,
different clients have the same architectural models with the same tasks, which are
unable to handle complex and multivariate data and tasks. To flexibly address these
heterogeneity limitations, we propose a novel federated multi-task learning frame-
work with the help of tensor trace norm, FedSAK. Specifically, it treats each client
as a task and splits the local model into a feature extractor and a prediction head.
Clients can flexibly choose shared structures based on heterogeneous situations and
upload them to the server, which learns correlations among client models by min-
ing model low-rank structures through tensor trace norm. Furthermore, we derive
convergence and generalization bounds under non-convex settings. Evaluated on 6
real-world datasets compared to 13 advanced FL models, FedSAK demonstrates
superior performance.

1 Introduction

Federated learning (FL) is an effective machine learning approach that enables decentralized computa-
tions and data resources [1]. It is regarded as a promising distributed and privacy-preserving method.
A common challenge in FL is the data heterogeneity problem, in particular when the diversity of
client data distribution increases, the generalization error of the global model increases significantly
as well [2]. Therefore, to address data heterogeneity, common personalized federated learning (pFL)
methods learn a personalized model for each client in addition to the global model [3, 4, 5].

However, current research indicates that the fundamental bottleneck in executing pFL across hetero-
geneous clients is the misassumption of one global model can fit all clients [6]. Instead, we should
focus on exploring intrinsic collaborations across clients to obtain better local models. Unlike pFL,
the goal of federated multi-task learning (FMTL) is to simultaneously learn separate models, where
each model caters to the heterogeneous needs of each client [7]. Thus, FMTL directly addresses the
issues stemming from client heterogeneity without constructing a global model [8].

Moreover, most of the existing FL methods require all clients to train models with the same archi-
tecture (i.e., model homogeneity) [9, 10, 11]. In practical heterogeneous FL scenarios, besides data
heterogeneity, model heterogeneity and task heterogeneity are also present due to varying hardware,
computational capabilities, and requirements across clients [12, 13]. Although some FL methods to
handle model heterogeneity have emerged [14, 15, 16], many of them resort to knowledge distillation
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techniques that necessitate public datasets closely aligned with the learning objectives [17, 18]. This
incurs high communications and computational costs, limiting model performance. Alternatively,
some strategies utilize prototype models linked to labels [15, 16], rendering them futile when client
tasks are related but inconsistent.

Currently, task heterogeneity is rarely mentioned in federated settings, however, it is widespread in
real-world scenarios [19]. For example, given the same batch of portrait samples for different clients,
some clients may want to predict person’s age (Task 1: Multi-Class Classification or Regression),
while others may need to recognize gender (Task 2: Binary Classification). In such scenario, existing
methods are ill-equipped to handle task heterogeneity. Effective algorithms that can overcome data,
model, and task heterogeneity in federated settings remain largely underdeveloped.

In light of the heterogeneity in FL and limitations of existing techniques, we adopt FMTL to address
complex heterogeneous FL. A key issue in FMTL is how to design priors such that knowledge
obtained from each client can be shared by others. Corinzia et al. [20] built connections among client
tasks using approximate variational inference, while Dinh et al. [8] proposed a Laplace regularization-
based FMTL that only considers grouping similarities among different client tasks. To effectively
utilize correlations across clients, Kumar et al. [21] proposed a method leveraging low-dimensional
subspaces shared by multiple tasks, which was shown effective but limited to linear models.

Imposing low-rank constraints on model parameters is effective when learning objectives are corre-
lated among clients [22]. Trace norm has been proposed as a solution to uncover potential connections
among model parameters of different objectives. Thus, we propose a novel and flexible FMTL frame-
work based on tensor trace norm, FedSAK, which like a Swiss Army Knife provides flexible
aggregation choices for heterogeneous FL. Specifically, we split each client model into a feature
extractor and a prediction head, allowing our model can adaptively define certain parts as global
shared layers for different heterogeneity settings and upload them to the server. The server aggregates
the global shared layers into a tensor and applies trace norm regularization to induce a low-rank
structure. In this way, inter-dependencies are created among different client models to reflect across
clients’ intrinsic connections about their model parameters. In summary, our main contributions are:

• FedSAK is an FMTL algorithm that simultaneously considers data heterogeneity, model
heterogeneity and task heterogeneity. It is more flexible than most existing FL methods.

• We employ tensor trace norm to exploit low-rank structure for identifying relationships
among client models.

• We theoretically derive convergence guarantees for FedSAK under non-convex settings, and
establish generalization bounds for the proposed tensor trace norm minimizer.

• We conduct extensive experiments on 13 advanced methods over 6 datasets to demonstrate
the flexibility and efficacy of FedSAK. Results show that FedSAK outperforms baselines in
handling heterogeneous federated scenarios.

2 Related Works

2.1 Heterogeneous Federated Learning

Data Heterogeneity, is one of the most significant challenges in FL [23]. Initial methods like FedProx
[2] added a proximal term to the local training objective to keep updated parameters close to the
original downloaded model. MOON [9] employed contrastive loss to improve representation learning.
Additionally, various personalized models have been proposed to train specialized components
using globally shared information, including fine-tuning methods like FedRep [24], FedPer [25];
regularization-based methods such as FedMTL [7], pFedMe [4], and Ditto [5]; meta-learning methods
like Per-FedAvg [3]; and methods decoupling feature extractors and classifiers like GPFL [10], FedCP
[26]. Moreover, the clustered FL has also been explored by partitioning clients into multiple groups or
clusters for clustered local models to provide multiple global models [27]. However, the development
of existing data heterogeneity methods is constrained by homogenous model assumptions.

Model Heterogeneity presents another major challenge in FL. Researchers often employ FL based
on knowledge distillation as an alternative solution. FedMD [17] have clients compute logits on a
public dataset using locally trained heterogeneous models, which are then uploaded to the server.
FedDF [28] and FedKT [29] train each client’s heterogeneous model on a shared public dataset at the

2



Upload：DH: 𝒘 = 𝝋 ∘ 𝒗, MH: 𝒘 = 𝒗 , TH: 𝒘 = 𝝋

…

…

…

Central Server

n

m

m n

r r
r

n

𝓦(𝒌) 𝑼 𝑽𝑻𝚺=

r

…

…

…

…

Gradient Descent

Local Client 1

𝐱1

…

…

…

…

𝑦1 ො𝑦1ℒ𝑐

𝒉𝟏(𝒗𝟏;𝑯𝟏)

Feature extractor Prediction headDataset

21 3

𝒇𝟏(𝝋𝟏; 𝐱𝟏)

𝐱𝑚

…

𝑦𝑚 ො𝑦𝑚ℒ𝑐

𝒉𝒎(𝒗𝒎;𝑯𝒎)

Feature extractor Prediction headDataset

43 5

𝒇𝒎(𝝋𝒎; 𝐱𝒎)

…

Local Client m

Stacking as a 

p-way tensor
 

𝓦 ∈ ℝ𝒅𝟏×⋯×𝒅𝒑

𝑑𝑝=M
ℒ𝑟 =

𝑙=1

𝐿

𝒲𝑙
∗
， 𝒲 ∗ = 

𝑘=1

𝑝

𝒲(𝑘) ∗

M

Figure 1: The main framework of FedSAK model. DH denotes “Data Heterogeneity”, MH denotes
“Model Heterogeneity”, and TH denotes “Task Heterogeneity”.

server via distillation. However, obtaining shared datasets with similar data distributions required by
these methods may not always be feasible in a practical setting. Especially when the public dataset
is large-scale, the computational costs of such methods can increase substantially, limiting their
applicability. Additionally, there are FL methods of model heterogeneous that employ aggregated
logit or representation matching losses by class to train local models e.g., FedProto [15] and FedGH
[16]. However, these methods impose higher computational costs on clients. In addition, each client
can only acquire knowledge of known categories from the server, restricting generalization to unseen
categories as well as possibilities for task heterogeneity.

Task Heterogeneity is an often overlooked issue in federated settings where tasks may have varying
numbers of outputs in practice. Huang et al. [30] proposed a model for multi-lingual speech
processing with each task corresponding to an individual language. Zhang et al. [31] employed DNNs
for facial landmark localization and face attribute recognition. However, these task-heterogeneous
methods have not been considered for FL. Yao et al. [32] first generalized traditional FL to federated
heterogeneous task learning, but they did not propose a new algorithm and merely considered data
and task heterogeneity.

2.2 Federated Multi-Task Learning

Multi-task learning (MTL) aims to process all task data with identical distributions centrally in a
single computing environment [33]. In contrast, FMTL places greater emphasis on data privacy
and heterogeneity. FMTL aims to learn separate models tailored to local heterogeneous conditions
for each client. FMTL was first introduced in [7], where a system-aware optimization method was
proposed that first considered theoretical issues like high communication costs, stragglers, and fault
tolerance in FMTL. Yasmin et al. [34] formulated FMTL network using generalized total variation
minimization as a regularizer. Li et al. [35] adopted FMTL algorithms to handle accuracy, fairness
and robustness issues in FL. Corinzia et al. [20] modeled the FL network as a star-shaped Bayesian
network and used approximate variational inference for FMTL. Dinh et al. [8] utilized Laplace
regularization to construct relationships among clients. However, these methods operate under model
homogeneity assumptions, and there is scarce analysis of the convergence and error bounds for
non-convex FMTL objectives. To effectively utilize correlations across tasks, some MTL methods
such as Maurer et al. [33] established excess risk bounds for MTL based on data distributions. Kumar
et al. [21] proposed a new framework where in-group tasks lie in a low-dimensional subspace. Zhang
et al. [22] employed transformed tensor nuclear norm constraints to capture intrinsic relationships
among tasks. However, these methods did not explore federated settings and heterogeneity.

3 Notations and Preliminaries

3.1 General Federated Multi-Task Learning

Suppose we have M clients, where client i has ni private data points xi ∈ Rdx×ni with labels
yi, and N denotes the total number of data, i.e., N =

∑M
i=1 ni. The datasets among the clients

are heterogeneous. With the help of a central server, the goal of FMTL is to collaboratively learn
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individual local models θi ∈ Rdx×dθ for each client’s data without exchanging private data. Note
that when the model is a shallow network, dθ = 1. Many FMTL problems can be captured by the
following general formulation [7]:

min
Θ,Ω


M∑
i=1

ni∑
j=1

Li

(
Fi(θi; xji ), y

j
i

)
+R(Θ,Ω)

 , (1)

where Θ := [θ1, · · · , θm] ∈ Rdx×dθ×M is a collective model stacked by individual clients. R(·) is a
regularizer, and Ω is expressed as modeling the relationship among client tasks. FMTL issues vary
according to their presuppositions about R, which receives Ω as input and promotes some suitable
structure amongst the tasks.

3.2 Tensor Trace Norm

In the field of MTL, the trace norm is utilized as a regularization method to learn the low-rank
structure among model parameters across all tasks [22]. Typically, when dealing with vectorized data,
shallow networks are used, i.e., dθ = 1, where Θ is a matrix. Thus, matrix trace norm is employed
to enhance dependencies among models, defined as ∥Θ∥∗ =

∑
i σi(Θ), where σi(Θ) denotes the

i-th largest singular value of a matrix. However, with the collection of complex data, the data can
be a tensor (e.g., images) and the model can become more complex (e.g., deep neural networks).
In such scenarios, the parameters for all tasks can be structured into a multi-dimensional tensor,
such as a p-way tensor (p ≥ 3), e.g., Θ ∈ Rd1×···×dp . For example, in a classification model with a
fully connected layer (i.e., p = 3), where d1 represents the dimension of the input, d2 indicating the
number of classes, and d3 = M denotes the number of clients. In this context, the traditional matrix
trace norm becomes inapplicable, necessitating the use of a tensor trace norm instead.

Currently, the Tucker trace norm, a representative overlapping tensor trace norm, is extensively utilized
in deep learning [36]. It unfolds the tensor into a matrix using Tucker decomposition and computes the
convex sum for the matrix trace norms of the various flattened tensors [37]. The “unfold” operation
along the k-th mode on a tensor Θ is defined as unfoldk(Θ) := Θ(k) ∈ Rdk×(d1···dk−1dk+1···dp). αk

denotes the weight of the matrix unfolded along k-th mode. Thus, we formulate the Tucker-based
trace norm in the following form:

∥Θ∥∗ :=

p∑
k=1

αk

∥∥Θ(k)

∥∥
∗ , (2)

where αk is the weight on the k-th mode, here we default to the same weight on each mode. Thus,
the computational complexity of the tensor trace norm is O(mink d

2
k

∏p
i ̸=k di).

4 Methodology

In this section, we introduce the multi-task learning framework in a federated environment in more
detail and propose a novel method, FedSAK, to address the challenges of FMTL. The framework of
FedSAK is displayed in Figure 1.

4.1 Optimization Objective

Without loss of generality, the client model can be decoupled into representation layers, also known
as a feature extractor, and final decision layers like a prediction head for classification tasks. Under
this design, much research has actively studied collaboration among different layers. However,
these methods typically require model homogeneity as a means for server parameter aggregation,
which inherently restricts the development of heterogeneous FL. Therefore, our objective in FMTL
is to facilitate heterogeneous FL in supervised classification scenarios, encompassing both data
heterogeneity (DH), model heterogeneity (MH), and task heterogeneity (TH).

Following previous conventions, we denote the feature extractor as fi(φi; xi) : Rdx → RdH and
the prediction head as hi(vi; ci) : RdH → Rdy . Thus, the model for client i can be expressed as
Fi(θi) = fi(φi) ◦ hi(vi), ◦ denotes concatenation among model components, where θi are the
model parameters. We assume fi and hi can be heterogeneous across clients, meaning clients can
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customize the size and architecture of their local feature extractor and prediction head based on
available resources.

To flexibly apply our method to different federated heterogeneity settings, we define wi to represent
the global shared layers for client i, which is a subset of θi, i.e. wi ⊆ θi. The choice of wi can be
flexibly adapted to the heterogeneity setting. For example, with data heterogeneity, wi = θi = φi ◦vi;
with model heterogeneity, wi = vi; and with task heterogeneity, wi = φi.

Since the global shared layers are aggregated at the server, where a low-rank structure among clients
is learned by computing the trace norm to reinforce dependencies among models. Thus the objective
for heterogeneous FMTL in Eq. (1) can be reformulated as:

min
Θ

1

M

M∑
i=1

1

ni

ni∑
j=1

L(Fi(Θ; xji ), y
j
i ) + λ ∥W∥∗, (3)

where Fi(θi) = f(φi) ◦ h(vi), we use θi to represent (φi, vi) for short, and Θ = [θ1, · · · , θM ].
W ∈ Rd1×···×dp (dp = M ) is denoted as the tensor stacked by each client’s shared layers wi and λ
is the hyperparameter.

4.2 Global Shared Layer Representation

Considering the heterogeneity of participating clients, the optimal model parameters are not identical
across clients. This implies that simple weighted aggregation is insufficient to provide the required
information to each client. Therefore, to uncover the underlying connections among model parameters
of different clients, we utilize the trace norm as a regularizer to induce a low-rank structure among
the parameters, which can better exploit intrinsic task relationships among the clients in the FMTL
fashion. Since deep learning has evolved, the global shared layers w may be an L-layer deep network
structure, we use the superscript l to denote the l-th layer of the global shared layers. Specifically,
we first stack the global shared layers into a tensor on the server, which can handle the inherent
correlation among multiple local models more efficiently:

W l = stack(wl
1;w

l
2; · · · ;wl

M ) ∈ Rd1×···×dp , (4)

where p denotes thatW l is a p-way tensor, d1 to dp−1 are denoted as the dimensions of the model
parameters and dp is the number of clients, i.e., dp = M . Then, we regularize the tensorW l formed
by stacking the global shared layers wl

i from all M clients using a trace norm penalty || · ||∗. That is:

Lr =

L∑
l=1

∥∥W l
∥∥
∗ =

L∑
l=1

p∑
k=1

∥∥∥W l
(k)

∥∥∥
∗
, (5)

whereW l
(k) is the matrix unfolded according to the k-th dimension, see Eq. (2). Minimizing the trace

norm of Lr yields a low-rank structure that reveals commonalities among the clients. This allows
clients to transfer knowledge through coupled shared low dimensional subspaces, while still allowing
clients to customize local models fi and hi.

For the server’s t-th round of global shared layers training, after stacking the received global shared
layers form clients to compute the trace norm loss, we update the global shared parameters w̃t

i by
gradient descent. Since the trace norm of a matrix is not differentiable, according to Watson et al.
[38], we can compute a subgradient,

∂||W l
(k)||∗

∂W l
(k)

= UV T , (6)

where forW l
(k) = UΣV T , the singular value decomposition ofW l

(k). Since wi is the i-th slice ofW ,
for each client we can update the global shared layers in a slice-wise manner as:

w̃t
i ← wt

i − ηw∇Lr, (7)

where ηw is the learning rate. Intuitively, this subtracts the aggregated trace norm subgradient from
each client’s current shared layers, reducing redundancy and coupling the parameters to learn a jointly
low-dimensional subspace. The updated w̃t

i are then sent back to the respective client at the end of
each communication round to update their local models for the next round of training.
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4.3 Local Model Update

The server broadcasts the updated global shared layers w̃t
i to the client. In the (t + 1)-th round,

client i replaces the shared layers of its local model with the received global shared layers. Thus, the

replaced local model is represented as θ̃i
t+1

.

Each client’s local model obtains local knowledge from the local update and further obtains global
knowledge among clients from the global update, allowing it to better handle heterogeneity. The
assembled full local model θi is then trained on the local data xi to obtain the updated local model
parameters:

θt+1
i ← θ̃t+1

i − ηθ∇Lc

(
θ̃t+1
i ; xi

)
, (8)

where ηθ is the learning rate, and Lc is the loss of cross entropy. We summarize the steps of FedSAK
in Algorithm 1, see Appendix.

5 THEORETICAL ANALYSIS

5.1 Convergence Analysis

To analyze the convergence of FedSAK, we define t as the current communication round, e ∈
{0, 1, · · · , E} as the number of local iterations, where E denotes the maximum number of local
iterations. Thus, (tE + e) represents the e-th iteration in the (t+ 1)-th communication round. The
(t+ 0) denotes that at the beginning of the (t+ 1)-th round, the client uses the global shared layers
gradients from round t to update the local shared layer parameters. Note that (tE + E) corresponds
to the last iteration in round (t+ 1). We make some assumptions see Appendix C.1, which is similar
to the existing general framework [15, 16]. Based on the above assumptions, due to our same local
training, Tan et al. [15] and Yi et al. [16] deduce that Lemma 1 and 2 still holds. For notational
simplicity, we set η = ηθ = ηw.

Lemma 1 Based on Assumption 1 and 2, in the local iteration e ∈ {0, 1, ..., E} of the (t + 1)-th
training round, the local model loss of any client is bounded by.

E
[
L(t+1)E

]
⩽ LtE+0 −

(
η − Kη2

2

) E∑
e=0

∥LtE+e∥22 +
KEη2

2
σ2. (9)

Lemma 2 Based on Assumption 3, the loss of an arbitrary client’s local model (t+ 1)-this bounded
by:

E
[
L(t+1)E+0

]
⩽ E

[
L(t+1)E

]
+

ηKλω2

2
. (10)

The detailed proof can be found in Appendix C.2-C.3 [15, 16].

Based on Lemma 1 and Lemma 2, we can derive the model nonconvex convergence rate.

Theorem 1 The above assumptions, for an arbitrary client and any ϵ > 0, if η < 2Eϵ−Kλω2

KE(ϵ+σ2) , the
following inequality holds:

1

TE

T−1∑
t=0

E∑
e=0

E
[
∥LtE+e∥22

]
⩽

2 (Lt=0 − L∗)

TEη (2−Kη)
+

K
(
Eησ2 + λω2

)
E(2−Kη)

⩽ ϵ, (11)

With this, it is evident that the local model of any client of FedSAK converges at a non-convex
convergence rate O

(
1
T

)
. See Appendix C.4 for a detailed proof.

5.2 Excess Risk Bound

Without loss of generality [37, 39], to simplify the analysis we take the case where Θ = W , i.e.,
sharing all model structures. Consequently, we define the problem (3) empirical loss for all the tasks
as

min
W
R̂(W) =

M∑
i=1

1

ni

ni∑
j=1

L(Fi(W; xj
i ), y

j
i ) s.t. ∥W∥∗ ≤ γ. (12)
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where γ is a regularization parameter that controls the complexity of the model. Follow [37], the
true risk is defined by the generalized loss of the task asR(W) =

∑M
i=1 E(x,y)∼Pi

L(Fi(W; x), y),
where Pi denotes the underlying data distribution for the i-th client and E[·] denotes the expectation.
Each training data xi

j is assumed to satisfy ⟨xi
j , x

i
j⟩ ≤ 1. To characterize correlations among features,

we assume that Ck = E[xi,j
(k)(x

i,j
(k))

T ] ⪯ k
d I for any k ̸= ∅ and k ⊆ [p− 1], where A ⪯ B means that

B− A is a positive semidefinite matrix, d =
∏

i∈[p−1] di, and I denotes an identity matrix with an
appropriate size.

Lemma 3 From Tomioka et al. [40], the dual norm of the tensor trace norm in Eq. (2) is defined as

∥W∥∗⋆ = inf∑
k ̸=∅,k⊂[p] W(k)=W

max
k

∥∥∥W(k)
(k)

∥∥∥
∞

, (13)

where the infimum is over tensorsW(k) that sum to the original tensorW , and ∥·∥∞ is the operator
norm (maximal singular value).

For simplicity, different tasks are assumed to have the same number of data points, i.e., ni equals n
for i = 1, · · · ,M . It is simple to extend our analysis to the general case.

Theorem 2 Let σj
i be a Rademacher variable, which is a random variable taking values in {±1} with

equal probability. ConsiderW to be a tensor of order d1×· · ·×dp−1×dp withWi =
∑n

j=1
1
nσ

j
i xj

i ,
where dp is set equal to M. Then the following inequality holds:

E[∥W∥∗⋆ ] ≤ Cmin
k

(√
κM

nd
ln Dk +

ln Dk

n

)
, (14)

where Dk = dk + (d1 · · · dk−1dk+1 · · · dp), and C, κ are an absolute constant.

Under Assumption 1 and Theorem 2 we derive the excess risk bound of the estimator in Eq. (12).

Theorem 3 Suppose that ni ≥ n > 0, |yji | ≤ b, then for any ∥W∥∗ ≤ γ and δ ∈ (0, 1), the
following inequality holds

R(Ŵ)−R(W) ≤ 4γK

M
E[∥W∥∗⋆ ] +

2bK
√
N

Mn
+ a

√
2log(2/δ)

Mn
, (15)

with probability at least 1− δ, where Ŵ is the optimal solution of Eq. (12) and ∥W∥∗⋆ is defined as
Theorem 2.

Table 1: Test accuracy (%) on image classification tasks under data heterogeneity.
Model HumA MNIST CIFAR-10 CIFAR-100 Promote

(# M , # S) (10,6) (30,6) (20,2) (100,2) (10,3) (10,5) (20,3) (20,5) (10,30) (20,10) (20,30) (20,50) ∆

FedAvg 93.71 95.65 82.69 92.85 61.53 65.77 62.7 66.55 25.29 17.29 27.44 29.48 —
FedProx 91.68 95.28 88.15 93.72 61.81 55.02 52.57 53.77 23.06 15.89 23.41 22.7 -3.66

MOON 91.58 93.65 87.31 93.35 64.94 65.41 59.97 65.7 25.04 18.71 29.28 28.51 +0.21
Per-FedAvg 93.34 93.27 90.43 92.36 74.19 71.87 79.9 72.4 32.94 42.65 37.22 30.82 +7.62
pFedMe 91.54 95.72 90.55 93.73 80.19 73.72 81.72 74.69 35.81 54.34 38.48 32.18 +10.16
Ditto 92.06 97.63 96.98 98.13 80.33 74.93 81.14 75.58 34.95 52.62 35.99 32.97 +11.03
GPFL 91.25 94.98 94.82 97.94 73.85 70.43 72.68 70.56 32.98 47.68 32.49 25.29 +7.05
FedAvgDBE 93.96 95.9 91.85 95.24 74.12 70.17 73.01 71.06 26.46 35.23 29.64 29.35 +5.42

FedMTL 94.11 98.15 98.18 98.66 78.25 70.36 79.69 70.96 35.51 53.62 34.95 27.74 +9.94
FedU 92.46 95.86 95.65 96.95 77.26 72.47 81.98 73.98 35.73 52.26 36.27 31.11 +10.17

FedMD 90.46 96.51 89.54 92.54 75.65 68.64 80.28 71.03 29.66 50.43 30.58 28.39 +6.90
FedProto 97.71 98.03 98.04 98.24 83.05 72.11 82.13 75.83 35.85 55.04 37.73 30.9 +11.98
FedGH 91.23 98.45 98.33 98.28 82.17 72.18 79.97 72.69 34.77 52.3 34.91 25.22 +9.96

FedSAK 98.46 99.28 98.58 98.85 83.71 75.89 84.49 76.47 36.97 55.75 39.16 31.47 +13.2

6 Experiments

6.1 Experimental Setup

Datasets and local models. We evaluate FedSAK on diverse image classification tasks. For
image classification, six well-known datasets are utilized, including Human Activity (HumA) [41],
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Figure 2: The test accuracy and convergence process of each method.

MNIST [42], CIFAR-10 [43], CIFAR-100 [43], PACS [44], and Adience Faces [45]. Due to space
constraints, detailed introductions of the datasets and the experimental setup are provided in Appendix
B, while their splits will be elaborated in Section 6.2 for each heterogeneous task. Each client test
set follows a similar distribution to the training set. Two fully connected layers are provided for
Human Activity and MNIST datasets. CIFAR-10, CIFAR-100, PACS, and Adience Faces datasets
are downsampled to 32×32 size and consider a CNN model comprising 2 convolutional layers
followed by 2 fully connected layers. Note that we only consider the last fully-connected layer
of the model as the predictor head, and the other layers form the feature extractor. We ran
each model 5 times and recorded its average value recorded as the result. Our code is available at:
https://github.com/Tiaerc/FedSAK.

Baselines. We study the performance of FedSAK in heterogeneous settings and compare against
baselines including: (1) Conventional federated learning: FedAvg [1], FedProx [2]; (2) Personalized
federated learning: Per-FedAvg [3], pFedMe [4], MOON [9], Ditto [5], GPFL [10], FedAvgDBE
[46]; (3) Federated multi-task learning: FedMTL [7], FedU [8] and (4) Heterogeneous federated
learning: FedMD [17], FedProto [15], FedGH [16].

6.2 Results and Discussion

Data Heterogeneity. Following the FMTL work [7, 8], we adopt a commonly used setup called
pathology Non-IID to simulate DH in the form of label distribution shift in FL. We partition the
dataset into M clients, with each client sampling data from S classes, where the number of samples
per class varies significantly. The distribution of client data for each dataset is shown in Appendix
B.2. For extensive comparisons of the advanced baselines, we design the individual client models to
be homogeneous in DH scenarios. Thus, the global shared layer for each client is the client’s entire
model, i.e., wi = φi ◦ vi. Table 1 reports the average test accuracy across all clients, and Figure
2 summarizes the convergence behavior and performance of all methods. It can be observed that
FedSAK achieves the highest accuracy in most cases, indicating that constraining through tensor trace
norm facilitates transferring useful information across multiple clients, thereby improving model
performance on each client. Notably, in this scenario, the lower the number of clients, the fewer the
samples involved in training, and hence the accuracy is higher when the number of clients is higher,
which is consistent with the results derived from our Theorem 3.

Figure 3: The test accuracy of all methods on MH.

(a) Client 1 (b) Client 2

Figure 4: Confusion matrix of classification results
obtained from two clients TH on the Adience Face.

Model Heterogeneity is an important challenge in FL due to the differences in client computational
resources and the fact that heterogeneous client requires different models. For example, the dataset
PACS contains 4 different domains, and we set up each client to contain data from one domain. In this
setup, we vary the number of filters in the convolutional layers and dimensions of the fully connected
layers to obtain 4 heterogeneous models. The detailed model architectures are shown in Table 4 in
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the Appendix. Thus, in the MH scenario, our shared layers consist of the prediction head, which is
wi = vi. For CIFAR10, we set up 20 clients and alter data distribution using a Dirichlet distribution
and label distribution skew. PACS itself has heterogeneity, so we set 4, 8, 10 clients respectively.
The results in Table 2 show that FedSAK consistently achieves the highest model accuracy, while
FedMD has lower accuracy. On CIFAR-10, since the distribution of our test set is similar to that of
the training set, the model’s performance will decrease due to the increase in the number of predicted
label categories. Therefore, the results on the Dirichlet distribution are inferior to those with skewed
label distribution. On PACS, it outperforms the best baseline FedGH by 5.98%, 4.08%, and 3.94%
respectively. Figure 3 shows the test set accuracy with 4 clients on this dataset. Additionally, FedSAK
requires less communication, thereby converging faster.

Table 2: Test accuracy (%) for the image classification
task under model heterogeneity, β is the Dirichlet distri-
bution, S is the number of labels, and M is the number
of clients.

Local FedMD FedProto FedGH FedSAK

CIFAR-10
M=20

β=0.3 30.67 32.56 34.15 33.38 35.02
β=0.5 36.47 38.29 39.66 39.42 41.48
β=1 42.95 46.87 47.82 44.66 47.99
S=3 77.54 80.45 82.97 81.53 83.19
S=5 73.6 73.05 75.44 74.78 77.13
S=10 58.06 58.59 62.06 58.94 64.45

PACS
M=4 59.13 61.9 63.79 64.21 68.05
M=8 58.24 61.16 62.98 63.24 65.82
M=20 59.23 59.98 61.56 62.49 65.05

Table 3: Accuracy(%) of the Adience Faces, with
(brackets) inside indicating the improvement rate
relative to the Local, where the Gender (2) and
Age (8) rows show the average test accuracy.

Model Local FedAvg-c FedSAK

M=2
1 : 1

Gender (2) 86.19 86.34 (+0.17%) 88.78 (+3.00%)
Age (8) 58.21 65.09 (+11.82%) 65.13 (+11.89%)

Total 72.2 75.71 (+4.86%) 76.95 (+6.58%)

M=10
1 : 1

Gender (2) 85.69 86.02 (+0.39%) 88.51 (+3.29%)
Age (8) 58.82 63.44 (+7.85%) 63.54 (+8.02%)

Total 72.26 74.73 (+3.42%) 76.03 (+5.22%)

M=15
1 : 2

Gender (2) 85.96 82.9 (-3.56%) 87.01 (+1.22%)
Age (8) 58.13 65.31 (+12.35%) 65.19 (+12.15%)

Total 67.41 71.17 (+5.58%) 72.46 (+7.49%)

M=15
2 : 1

Gender (2) 86.36 87.04 (+0.79%) 88.2 (+2.13%)
Age (8) 58.23 60.9 (+4.59%) 63.51 (+9.07%)

Total 76.99 78.32 (+1.73%) 79.97 (+3.87%)

Task Heterogeneity in FL is commonly overlooked but objectively exists in reality, where clients
typically train different tasks on a similar dataset. We adopt a large-scale face image dataset,
AdienceFaces, which contains gender and age group labels for each person. Specifically, we set
up 2, 10, and 15 clients to achieve gender classification and age classification, in which the ratio
of heterogeneous tasks are 1:1, 1:2, and 2:1. Under the TH scenario, our shared layers consists of
the feature extractor, i.e. wi = φi. Since there are currently no FL methods that can handle task
heterogeneity, we use FedAvg-c to denote clients only uploading the feature extractor and aggregating
with FedAvg. Table 3 reports our results. It can be seen that training only with local data is less
effective than FL, indicating task heterogeneity is meaningful in the FL setting. We can see that
FedSAK achieves the best results under all settings when the task distribution is balanced. When
the heterogeneous task distribution is skewed amongst clients, FedAvg-c will be biased towards
clients with a larger task proportion. For example, with 15 clients, 5 doing 2-class and 10 doing
8-class, although FedAvg-c performs slightly better on 8-class than FedSAK, its performance on
2-class clients is worse than Local. The confusion matrix in Figure 4 visualizes the results of our
classification of the 2 TH clients, and we can see that our method can achieve significant results.

6.3 Parameter Experiment

We first evaluated the impact of the trade-off parameters on different heterogeneous setups, Figure
5 depicts the performance of FedSAK on 3 heterogeneous tasks across datasets as λ varies. The
λ controls the extent of coupling among client models, with larger λ indicating more emphasis
on sharing information among parameters, while smaller λ focuses models on utilizing their own
data. It can be observed that the optimal λ value differs across the heterogeneous tasks. In the data
heterogeneity scenario, since models are homogeneous, larger λ values yield better performance. In
contrast, in the task heterogeneity setting where client differences are greater, smaller λ produces
improved results. Furthermore, when λ is too large, performance decreases in all heterogeneous
scenarios. In summary, appropriately tuning λ allows balancing between customized local learning
and collaborative multi-task training for each heterogeneous scenario.

Additionally, we tested the sensitivity of FedSAK’s trade-off parameter λ, learning rate η (η =
ηθ = ηw), and local iteration number E on CIFAR-10 (M=10, S=3). As Figure 6 shows, our
model converges under all settings. The convergence curve fluctuates as λ changes, but is smoother
for learning rate and local iterations, indicating FedSAK is not sensitive to the learning rate and
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Figure 5: Test accuracy of parameter λ in different scenarios.

Figure 6: Sensitivity of model parameters.

local iterations. We also find increasing local iterations speeds up convergence, aligning with our
theoretical derivations.

6.4 Computing and Communication Overhead

Figure 7: Running time per epoch for each method on
the MNIST.

We plotted the per-epoch time for each
method under the data heterogeneity set-
ting with 100 clients on the MNIST dataset,
as shown in Figure 7. The figure shows that
personalized methods Ditto and pFedMe
spend more time per epoch than most meth-
ods, due to the need to train additional
personalized models. FedMD, which uses
knowledge distillation, also has high time
costs because the student and teacher mod-
els need to collaborate. Compared to most
baselines, FedSAK reduces communica-
tion overhead on smaller models by track
norm regularization updates for local model gradients. It is worth noting that since FedSAK performs
tensor track norm, the computational complexity is O(mink d

2
k

∏p
i ̸=k di), which seems to signifi-

cantly increase with the model’s dimensionality, representing a limitation of FedSAK. Nevertheless,
FedSAK can balance communication overhead through a flexible upload of shared layer structures.
To further demonstrate the communication overhead of FedSAK, we tested it using ResNet18 in the
Appendix, as shown in Table 5. It can be seen that FedSAK can also effectively cope with large-scale
modeling scenarios.

7 Conclusion

In this work, we propose a novel FMTL framework based on tensor trace norm to address challenging
federated scenarios with data, model, and task heterogeneity. The method facilitates modeling
associations and dependencies among client tasks by flexibly selecting model shared layer structures
and uploading them to the server for tensor trace norm regularization. This enables useful knowledge
transfer across clients to improve model performance on each task. We conduct comprehensive
analyses on the efficacy of the method from both theoretical and experimental perspectives.
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Algorithm 1: FedSAK
Input: total number of clients M , number of rounds T ; learning rate ηθ, ηw, hyper-parameter for

loss λ.
Randomly initialize the heterogeneous local models

[
θ01, . . . , θ

0
M

]
and share layer w̃0.

for t = 1 to T do
// Clients Side:
for each batch in Bi do

1: Receive the share layer w̃t−1
i broadcast by the server;

2: Update the local model: θ̃i
t
;

3: Perform local training: θti ← θ̃ti − ηθ∇Lc

(
θ̃ti ;Bi

)
;

end
4: Upload the global shared layers wt

i to the server.
// Server Side:
1: Receive the global shared layers wt

i from M clients and stack the parameters into L
tensors via Eq.(4);

2: Calculated loss :Lr = λ
∑L

l=1

∑p
k=1

∥∥∥W l,t
(k)

∥∥∥
∗
;

3: Calculate gradient to update client parameters:
for i ∈M do

w̃t
i ← wt

i − ηw∇Lr;
end
4: Broadcast the updated global shared layers wi to the i-th client.

end
Return Personalized heterogeneous private models for all clients:

[
θT1 , θ

T
2 , . . . , θ

T
M

]
.

A Supplementary Experiments

A.1 Training Setup

See Algorithm 1 for details of our algorithm.

For local optimization, all methods utilize mini-batch SGD, with the number of local epochs set to
E=5 and the batch size selection range is {16, 20, 32} per client. The number of global communica-
tion rounds is uniformly set to t=100 across all datasets, which is sufficient for the convergence of
the FL methods. We report the average test accuracy across all clients as the evaluation metric after
convergence. We also tune special hyperparameters for baselines and report the optimal results. We
ran these experiments using 4 NVIDIA GeForce RTX 4090 GPUs for all methods.

A.2 Model Setup

Data heterogeneity. In the data heterogeneity scenario, to explore only the impact of data hetero-
geneity, we set up each client to have the same model structure. On the HumA and MNIST datasets,
we used 2 fully connected layers, i.e., input× 100× classnumber. On the CIFAR dataset, we used
a CNN model with 2 convolutional layers and 2 fully connected layers. Where the convolutional
layer kernel is 5 ∗ 5 and the filter distribution is 32 or 64, i.e. (5× 5, 32) and (5× 5, 64). Connecting
2 fully connected layers, i.e. input× 512× class number. While communicating with the server,
these model structures are uploaded to the server for tensor trace norm constraints.

Model heterogeneity. In the model heterogeneity setup, we vary the number of filters in the
convolutional layer and the dimensionality of the fully connected layer in the CNN model to obtain
four heterogeneous models The detailed design of each model is shown in Table 4. In the model
heterogeneity experiments, we select different heterogeneous models for each client in turn. In this
case, we only uploaded the prediction head to the server communication.

Task heterogeneity. We adopt the same network structure as the CIFAR dataset in the data
heterogeneity scenario. And consider the last fully connected layer as the prediction head, i.e.,
512× class number. Therefore, in the task heterogeneity scenario, we uploaded a feature extractor
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Table 4: The structure of the four heterogeneous CNN models in model heterogeneity, with the client
model selected in order by id (p for padding, s for stride).

layer name Model-1 Model-2 Model-3 Model-4

Feature extractor

Conv1 16, 5×5
p=2, s=1

32, 3×3
p=1, s=2

32, 5×5
p=0, s=1

32, 3×3
p=0, s=1

Pool (2, 2) (2, 2) (2, 2) (2, 2)

Conv2 32, 3×3
p=1, s=1

64, 2×2
p=1, s=2

64, 5×5
p=0, s=1

64, 5×5
p=0, s=1

Pool (2, 2) - (2, 2) (2, 2)

Conv3 64, 2×2
p=1, s=2 - - -

FC1 512 512 512 512

Prediction head FC2 10 / 7 10 / 7 10 / 7 10 / 7

consisting of 2 convolutional layers i.e. (5× 5, 32) and (5× 5, 64) and 1 fully connected layer i.e.
input× 512 to interact with other clients.

A.3 Ablation Experiment

To emphasize the effectiveness of FedSAK’s knowledge transfer using the tensor trace norm, we
conducted ablation experiments. Due to model-specific design choices, when the model does not
communicate, the model degrades to the Local state. When the shared layer uploads are weighted and
aggregated only on the server side, our approach will degrade to the standard FedAvg algorithm. It is
worth noting that FedAvg cannot do weighted averaging on the whole model in model heterogeneous
and task heterogeneous scenarios. Therefore we only performed FedAvg computation on the uploaded
shared layer. The experimental results are shown in Figure 8, where it can be seen that FedSAK for
client knowledge transfer learning using tensor trace paradigms yields better results.

Figure 8: Sensitivity of model parameters.

A.4 Computing Overhead

In Section 6.4, we report a FedSAK computational complexity of O(mink d
2
k

∏p
i ̸=k di) and compare

the communication overhead of FedSAK with the baseline method on the MNIST dataset. The
computational complexity of our method does increase with network size. Due to its flexibility
in uploading shared structures, FedSAK can easily handle larger networks compared to methods
that upload the entire model (e.g., FedAvg). To further emphasize the effectiveness of FedSAK on
complex networks, we tested it using ResNet18 on the CIFAR-10 dataset. We set up a total of 20
clients, each containing 5 labels. In the FedSAK model, we shared the fully connected layer behind.
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Table 5: The accuracy, time consumption, and memory usage of each method running ResNet18 on
the CIFAR-10 dataset.

Model Accuracy (%) Total Time Consumption Used Memory

FedAvg 68.05 6628s 1.75 G
FedProx 59.55 6729s 2.58 G

MOON 68.52 9866s 2.63 G
Per-FedAvg 73.35 10822s 1.75 G

pFedMe 75.84 57406s 2.63 G
Ditto 77.98 19366s 3.42 G
GPFL 78.59 18749s 1.83 G

FedAvgDBE 75.54 7898s 1.75 G

FedMTL 73.68 11757s 2.58 G
FedU 75.98 9584s 2.58 G

FedMD 73.74 16084s 3.50 G
FedProto 78.34 12076s 1.75 G
FedGH 75.95 7508s 1.71 G

FedSAK 77.69 7118s 0.918 G

Table 5 reports the accuracy, time consumption, and memory usage of each method running ResNet18
on the CIFAR10 dataset. It can be seen that when only fully connected layer is uploaded, our model
is still advantageous compared to most methods. In addition, its time consumption and memory
occupation are much smaller than other methods, which greatly demonstrates the flexibility of our
method.

B Datasets

B.1 Dataset Description

• Human Activity [41]: Mobile phone accelerometer and gyroscope data collected from 30
individuals, performing one of six activities: walking, walking-upstairs, walking-downstairs,
sitting, standing, lying-down. We use the provided 561-length feature vectors of time and
frequency domain variables generated for each instance. We model each individual as a
separate task and predict between sitting and the other activities.

• MNIST [42]: A handwritten digit dataset includes 10 labels and 70,000 instances. The
whole dataset is distributed to N = 100 clients. Each client has a different local data size and
consists of 2 labels.

• CIFAR-10 & CIFAR-100 [43]: CIFAR-10 consists of 60000, 32×32 color images in 10
classes, with 6,000 images per class. Similar to CIFAR-10, CIFAR-100 has 100 classes, with
600 images per class. We partition the dataset into M clients, with each client assigned S
labels. Datasets are split randomly with 75% and 25% for training and testing, respectively.

• PACS [44]: PACS is a challenging heterogeneous dataset with large domain discrepancies.
The PACS dataset has a total of 9,991 images, each of size 3×227×227. The dataset consists
of 4 distinct domains: art painting, cartoon, photo, and sketch. Each domain contains 7
classes: Dog, Elephant, Giraffe, Guitar, Horse, House, Person. The picture of this dataset is
shown in Figure 9.

• Adience Faces [45]: Adience Faces is a large-scale face image dataset with labels for gender
and age group of each individual. This enables the dataset to be used for two tasks: (i)
gender classification into two classes (male and female), and (ii) age group classification
into eight groups (0-2, 4-6, 8-12, 15-20, 25-32, 38-48, 48-53, 60-100 years old). We use this
dataset to evaluate heterogeneous task federated learning, where each client is assigned one
of the tasks for training.
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(a) art painting (b) cartoon (c) photo (d) sketch

Figure 9: The PACS datasets.

B.2 Data Distribution Visualization

We visualized the data in order to clearly show the client’s training data. The red circle represents the
percentage of data, the larger the circle, the more data the client has of that type.

In the experiments with data heterogeneity, we follow the setup of the FMTL reference [7, 8], where
each client contains a different number of partially labeled classes. Thus in our data heterogeneity
setup, the data distribution of clients on Human Activity, MNIST, CIFAR-10, and CIFAR-100 are
shown in Figure 10 - 13 .

The CIFAR-10 and PACS datasets were the main ones we used in the experiments on model
heterogeneity. In CIFAR-10 we employed the Dillikerley distribution to divide the heterogeneous
data see Figure 14 and the labeled division data see Figure 12, respectively. PACS contains data from
4 different domains, which is more suitable for model heterogeneity in real scenarios. Since this data
itself has a high degree of heterogeneity, we did not have a heterogeneous division of the client data
label distribution, the data distribution is shown in Figure 15.

In the experiments of task heterogeneity, we use Adience Facs dataset and each client samples
similar data for different training tasks, and its data distribution is shown in Figure 16.

Figure 10: The data distribution on Human Activity. Figure 11: The data distribution on MNIST.

(a) M = 10, S = 3 (b) M = 10, S = 5 (c) M = 20, S = 3 (d) M = 20, S = 5

Figure 12: The data distribution of all clients on CIFAR-10.

C Convergence Analysis

To analyze the convergence of FedSAK, we follow [15, 16] and make the following assumptions C.1:
Define t as the current communication round, e ∈ {0, 1, · · · , E} as the number of local iterations,
where E denotes the maximum number of local iterations. Thus, (tE+e) represents the e-th iteration
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(a) M = 10, S = 30 (b) M = 20, S = 10 (c) M = 20, S = 30 (d) M = 20, S = 50

Figure 13: The data distribution of all clients on CIFAR-100.

(a) M = 20, β = 0.3 (b) M = 20, β = 0.5 (c) M = 20, β = 1

Figure 14: The data distribution of all clients on CIFAR-10.

in the (t+ 1)-th communication round. The (t+ 0) denotes that at the beginning of the (t+ 1)-th
round, the client uses the global shared layers gradients from round t to update the local shared layer
parameters. Note that (tE + E) corresponds to the last iteration in round (t+ 1).

C.1 Assumption

Assumption 1 (Lipschitz Smoothness) The i-th client’s local model loss function L is Lipschitz
continuous with Lipschitz constant K, and 0 ≤ L ≤ a with L(0) = 0, i.e.,

∥∇Lt1 −∇Lt2∥2 ≤ K∥θt1i − θt2i ∥2,
∀t1, t2 > 0, i ∈ {1, 2, . . . ,M}.

(16)

Assumption 2 (Unbiased Gradient and Bounded Variance) The random gradient gti =
∇Lt (θ

t
i ;Bti) of each client’s local model is unbiased, where B is a batch of local data, i.e.,

EBt
i⊆ni

[
gti
]
= ∇L(θti) = ∇Lt,∀i ∈ {1, 2, . . . ,M}, (17)

and the variance of random gradient gtk is bounded by:

EBt
i⊆ni

[∥∥∇Lt

(
θti ;Bti

)
−∇Lt

(
θti
)∥∥2

2

]
⩽ σ2. (18)

Assumption 3 (Bounded Variance of the Shared Layers) The variance of the shared layers wi of
the model θi trained by client i with local data ni, and the server tensor low-rank constrained update
to the shared layers w̃i are bounded, i.e.,

parameter bounded: E
[
∥wi − w̃i∥22

]
⩽ ε2,

gradient bounded: E
[
∥∇Lr (wi)−∇Lr(w̃i)∥22

]
⩽ ω2.

Based on the above assumptions, due to our same local training, Tan et al. [15] and Yi et al. [16]
deduce that Lemma 1 and 2 still holds. For notational simplicity, we set η = ηθ = ηw.
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(a) M = 4 (b) M = 20

Figure 15: The data distribution of all clients on PACS
in practical settings with 4 and 20 clients, respectively.

(a) Gender Classification (b) Age Classification

Figure 16: The data distribution of all clients on Adience Faces.

C.2 Proof for Lemma 1

Proof. For arbitrary clients, we have θt+1 = θt − ηgt, then

LtE+1 ≤ LtE+0 + ⟨∇LtE+0, (θ
tE+1 − θtE+0)⟩

+
K

2
∥θtE+1 − θtE+0∥22

= LtE+0 − η⟨∇LtE+0, g
tE+0⟩+ K

2
∥ηgtE+0∥22,

(19)

Taking expectation of both sides of the above equation on the random variable B, we have

E[LtE+1] ≤ LtE+0 − ηE[⟨∇LtE+0, g
tE+0⟩] + Kη2

2
E[∥gtE+0∥22]

= LtE+0 − η∥∇LtE+0∥22 +
Kη2

2
E[∥gi,tE+0∥22]

≤LtE+0 − η∥∇LtE+0∥22 +
Kη2

2
(∥∇LtE+0∥22 +Var(gi,tE+0))

= LtE+0 − (η − Kη2

2
)∥∇LtE+0∥22 +

Kη2

2
Var(gi,tE+0)

≤LtE+0 − (η − Kη2

2
)∥∇LtE+0∥22 +

Kη2

2
σ2,

(20)

where Var(x) = E[x2]− (E[x])2. Take expectation of θ on both sides. Then, by telescoping of E
steps, we have,

E[L(t+1)E ] ≤ LtE+0 − (η − Kη2

2
)

E∑
e=0

∥∇LtE+e∥22 +
KEη2

2
σ2. (21)

C.3 Proof for Lemma 2

Until the proof, we denote q to indicate that the local model has not been used as a parameter for
uploading the server side as a shared layer,i.e., q = θ − w. Note that the client symbol i is omitted
since it is used for arbitrary clients.
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Proof.

L(t+1)E+0 = L(t+1)E + L(t+1)E+0 − L(t+1)E

=L(t+1)E + L
((
qt+1, w̃t+1

)
;x, y

)
− L

((
qt+1, wt+1

)
;x, y

)
⩽L(t+1)E +

〈
∇L

((
qt+1, wt+1

))
,
((
qt+1, w̃t+1

)
−
(
qt+1, wt+1

))
⟩

+
Kλ

2

∥∥(qt+1, w̃t+1
)
−
(
qt+1, wt+1

)∥∥2
2

⩽L(t+1)E +
Kλ

2

∥∥(qt+1, w̃t+1
)
−
(
qt+1, wt+1

)∥∥2
2

⩽L(t+1)E +
Kλ

2

∥∥w̃t+1 − wt+1
∥∥2
2

=L(t+1)E +
Kλ

2

∥∥w̃t − η∇L
(
w̃t
)
− wt + η∇L

(
wt
)∥∥2

2

= L(t+1)E +
Kλ

2

∥∥w̃t − wt + η
(
∇L

(
wt
)
−∇L

(
w̃t
))∥∥2

2

⩽L(t+1)E +
Kλ

2

∥∥η (∇L (wt
)
−∇L

(
w̃t
))∥∥2

2

= L(t+1)E +
ηKλ

2

∥∥(∇L (wt
)
−∇L

(
w̃t
))∥∥2

2
.

(22)

The lemma is proved.

Taking expectation of both sides of the above equation on the random variable B, we have

E
[
L(t+1)E+0

]
⩽ E

[
L(t+1)E

]
+

ηKλ

2
E
[∥∥(∇L (wt

)
−∇L

(
w̃t
))∥∥2

2

]
⩽E

[
L(t+1)E

]
+

ηKλω2

2
.

(23)

C.4 Proof for Theorem 1

Before presenting the proof for Theorem 1, then prove the following theorem.

Theorem 4 Based on the above assumptions, the expectation of the loss of an arbitrary client’s local
model before the start of a round of local iteration satisfies

E
[
L(t+1)E+0

]
⩽LtE+0 −

(
η − Kη2

2

) E∑
e=0

∥LtE+e∥22

+
ηK

(
Eησ2 + λω2

)
2

.

(24)

Proof. Substituting Lemma 1 into the second term on the right-hand side of Lemma 2 proves it.

Then we can prove Theorem 1 as follows:
Proof. Transform the form of Theorem 4 into

E∑
e=0

∥LtE+e∥22 ⩽
LtE+0 − E

[
L(t+1)E+0

]
+

ηK(Eησ2+λω2)
2

η − Kη2

2

. (25)

Take expectations of model θ on both sides, we have:

E∑
e=0

E
[
∥LtE+e∥22

]
⩽

E [LtE+0]− E
[
L(t+1)E+0

]
+

ηK(Eησ2+λω2)
2

η − Kη2

2

. (26)
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Since
∑T

t=1

(
E [LtE+0]− E

[
L(t+1)E+0

])
⩽ Lt=1 − L∗, for each round:

1

TE

T−1∑
t=0

E∑
e=0

E
[
∥LtE+e∥22

]

⩽
1

TE

∑T−1
t=0

(
E [LtE+0]− E

[
L(t+1)E+0

])
+

ηK(Eησ2+λω2)
2

η − Kη2

2

⩽
1

TE (Lt=1 − L∗) +
ηK(Eησ2+λω2)

2

η − Kη2

2

=
2 (Lt=1 − L∗) + ηKTE

(
Eησ2 + λω2

)
TE (2η −Kη2)

=
2 (Lt=1 − L∗)

TEη (2−Kη)
+

K
(
Eησ2 + λω2

)
E(2−Kη)

.

(27)

Given any ϵ > 0 the above equation satisfies

2 (Lt=1 − L∗)

TEη (2−Kη)
+

K
(
Eησ2 + λω2

)
E(2−Kη)

⩽ ϵ. (28)

Then, we can obtain:

T ⩾
2 (Lt=1 − L∗)

Eηϵ (2−Kη)− ηK (Eησ2 + λω2)
. (29)

Since T > 0,Lt=1 − L∗ > 0, we can further derive:

Eηϵ (2−Kη)− ηK
(
Eησ2 + λω2

)
> 0, (30)

i.e.,

η <
2Eϵ−Kλω2

KE (ϵ+ σ2)
. (31)

D Excess risk bound

D.1 Proof for Lemma 3

Proof. By following [40], we have

∥W∥∗⋆ = inf∑
k ̸=∅,k⊂[p] W(k)=W

max
k

∥∥∥W(k)
(k)

∥∥∥
∞

, (32)

where [p] denotes a set of positive integers no larger than p. Since we can take anyW(k) to equalW ,
the norm can be upper bounded as follows:

∥W∥∗⋆ ≤ min
k

∥∥W(k)

∥∥
∞ . (33)

D.2 Proof for Theorem 2

Proof. Based on Lemma 3, given that the minimum expectation across k can be confined to an upper
limit by the minimum of the expected values, it follows that

E ∥W∥∗⋆ ≤ Emin
k

∥∥W(k)

∥∥
∞ ≤ min

k
E
∥∥W(k)

∥∥
∞ . (34)

Referring to Theorem 6.1 in Reference [47], we upper bound for each expectation that

Pr{
∥∥W(k)

∥∥
∞ ≥ t} ≤

{
Dkexp(−3t2/8σ2

k), for t ≤ σ2
k/Rk,

Dkexp(−3t/8Rk), for t ≥ σ2
k/Rk,

(35)

and
E
∥∥W(k)

∥∥
∞ ≤ C(σk

√
lnDk +RklnDk), (36)
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where C is an absolute constant, and Zi,j is a d1 × · · · × dp−1 × dp zero tensor with only the ith
slice along the last axis equal to 1

nσ
j
i xji , and in addition, Rk satisfies Rk ≥ ||Zi,j

(k)||∞, therefore:

σ2
k = max

∥∥∥∥∥∥
M∑
i=1

n∑
j=1

E[Zi,j
(k)(Z

i,j
(k))

T ]

∥∥∥∥∥∥
∞

,

∥∥∥∥∥∥
M∑
i=1

n∑
j=1

E[(Zi,j
(k))

TZi,j
(k)]

∥∥∥∥∥∥
∞

 . (37)

Since the Frobenius norm of a matrix is larger than its spectral norm, ||Zi,j
(k)||∞ ≤

1
n and we simply

set Rk = 1
n . For σk, we obtain

E[
N∑
j=1

Zi,j
(k)(Z

i,j
(k))

T ] =
1

n
Ck−{p} ⪯

κ

nd
I, (38)

where κ > 0 is given constant. This means:∥∥∥∥∥∥
M∑
i=1

n∑
j=1

E[Zi,j
(k)(Z

i,j
(k))

T ]

∥∥∥∥∥∥
∞

≤ κM

nd
. (39)

Similarly, we have

E[
n∑

j=1

(Zi,j
(k))

TZi,j
(k)] = diag

(
tr
(
Ck−{p}

)
n

)
⪯ κ

nd
I, (40)

where tr(·) denotes the trace on a matrix and diag(·) converts a vector or scalar to a diagonal matrix.
This inequality implies ∥∥∥∥∥∥

M∑
i=1

n∑
j=1

E[(Zi,j
(k))

TZi,j
(k)]

∥∥∥∥∥∥
∞

≤ κM

nd
. (41)

Substituting inequalities Eq. (39) and Eq. (41) into Eq. (36), we obtain inequality Eq.(14).

D.3 Proof for Theorem 3

Proof. Note that

R(Ŵ)−R(W) = R(Ŵ)− R̂(Ŵ)︸ ︷︷ ︸
r1

+ R̂(Ŵ)− R̂(W)︸ ︷︷ ︸
r2

+ R̂(W)−R(W)︸ ︷︷ ︸
r3

(42)

We first establish the upper bound for part r3 in Eq. (42). Under Assumption 1, it follows from
Hoeffding’s inequality [48] that

R̂(W)−R(W) ≤ a

√
log(2/δ)

2
∑

i ni
, (43)

with probability at least 1− δ
2 . Since Ŵ is the optimal solution of Eq. (12), for the part r2, we have

R̂(Ŵ)− R̂(W) ≤ 0. (44)

Since L is bounded such that the perturbation of Eq. (12) to xji is less than a
Mni

. By McDiarmid’s
inequality [49], the part r1 we have:

R(Ŵ)− R̂(Ŵ) ≤ sup
∥W∥∗≤γ

{R(W)− R̂(W)}

≤ E

[
sup

∥W∥∗≤γ

{R(W)− R̂(W)}

]
+ a

√
log(2/δ)

2Mn
,

(45)
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with probability at least 1− δ
2 . Therefore, plugging Eq. (43-45), into Eq. (42), we deduce

R(Ŵ)−R(W) ≤ E

[
sup

∥W∥∗≤γ

{R(W)− R̂(W)}

]

+ a

√
log(2/δ)

2Mn
+ a

√
log(2/δ)

2
∑

i ni

≤ E

[
sup

∥W∥∗≤γ

{R(W)− R̂(W)}

]
+ a

√
2 log(2/δ)

Mn
,

(46)

where the second inequality follows from ni ≥ n. Now we estimate an upper bound of the expectation
in Eq. (46) as:

E

[
sup

∥W∥∗≤γ

{R(W)− R̂(W)}

]

≤ E sup
∥W∥∗≤γ

∣∣∣∣∣ 1M ∑
ni

E(x,y)∼Pi
L(Fi(W; x), y)

− 1

M

M∑
i=1

1

ni

ni∑
j=1

L(Fi(W; xji ), y
j
i )

∣∣∣∣∣∣
≤ E sup

∥W∥∗≤γ

∣∣∣∣∣∣ 2M
M∑
i=1

1

ni

ni∑
j=1

σj
iL(Fi(W; xji ), y

j
i )

∣∣∣∣∣∣ ,

(47)

where the expectation is taken over the Rademacher random variables and the training samples. Then,
we obtain that

E sup
∥W∥∗≤γ

∣∣∣∣∣∣ 2M
M∑
i=1

1

ni

ni∑
j=1

σj
iL(Fi(W; xj

i ), y
j
i )

∣∣∣∣∣∣
≤ E sup

∥W∥∗≤γ

∣∣∣∣∣∣ 2M
M∑
i=1

1

ni

ni∑
j=1

σj
i

[
K|yji |+ L(Fi(W; xji ))

]∣∣∣∣∣∣
≤ KE sup

∥W∥∗≤γ

∣∣∣∣∣∣ 4M
M∑
i=1

1

ni

ni∑
j=1

σj
iFi(W; xji )

∣∣∣∣∣∣
+KE

∣∣∣∣∣∣ 2M
M∑
i=1

1

ni

ni∑
j=1

σj
i |y

j
i |

∣∣∣∣∣∣
=

4K

M
E

[
sup

∥W∥∗≤γ

|⟨W⋆,W⟩|

]
+KE

∣∣∣∣∣∣ 2M
M∑
i=1

1

ni

ni∑
j=1

σj
i |y

j
i |

∣∣∣∣∣∣
≤ 4K

M
E

[
sup

∥W∥∗≤γ

∥W∥∗⋆ , ∥W∥∗

]
+

2K

Mn
E

∣∣∣∣∣∣
M∑
i=1

ni∑
j=1

σj
i |y

j
i |

∣∣∣∣∣∣
≤ 4γK

M
E∥W∥∗⋆ +

2K

Mn
E

∣∣∣∣∣∣
M∑
i=1

ni∑
j=1

σj
i |y

j
i |

∣∣∣∣∣∣ .

(48)
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Notice that

E

∣∣∣∣∣∣
M∑
i=1

ni∑
j=1

σj
i |y

j
i |

∣∣∣∣∣∣ ≤ bE

∣∣∣∣∣∣
M∑
i=1

ni∑
j=1

σj
i

∣∣∣∣∣∣ = bE


√√√√√ M∑

i=1

ni∑
j=1

σj
i

2


≤ b

E
√√√√√ M∑

i=1

ni∑
j=1

σj
i

2
 = b

√√√√ M∑
i=1

ni = b
√
N.

(49)

Combining Eq.(46-49), we deduce that

R(Ŵ)−R(W) ≤ 4γK

M
E[∥W∥∗⋆ ] +

2bK
√
N

Mn
+ a

√
2log(2/δ)

Mn
, (50)

with probability at least 1− δ
2 . The proof of this theorem is completed.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our paper aims to provide a flexible framework for dealing with heterogeneous
federated learning, accurately reflecting the contributions and scope of the paper in the
abstract and introduction.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In this paper, we present the limitations of the model used in this approach
in terms of computational complexity. At the same time, we also provide a solution to this
limitation in the appendix.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We provide detailed proof in the appendix.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide detailed proof in the appendix.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Our datasets are all public datasets and we provide the source address of the
data and details of the experimental setups.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We explain in detail the choice of model hyperparameters and the optimizers
used in the appendix.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our experiments do not include significance experiments and therefore do not
take into account statistical error information.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

25



Answer: [Yes]
Justification: We report in the Appendix that we experimented with all methods using four
NVIDIA GeForce RTX 4090 GPUs.

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research is consistent in all respects with the NeurIPS Code of Ethics.

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the significance of algorithms for the real world in the introduction
section

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Inapplicable

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite all creators or original owners in our papers.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: New assets are well documented.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Inapplicable

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Inapplicable
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